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A Gentle Introduction to Model Risk Quantification in Commercial Banking 

di Tiziano Bellini (Prometeia SpA) 
 

Abstract 

Model risk is investigated from a commercial banking viewpoint. We firstly analyze model misspecification. Then, the focus shifts 
towards model sensitivity. Finally, interactions among various models are scrutinized. Our overarching goal is to derive a 
distribution of indicators for summarizing the impact of model risk on synthetic measures like bank’s economic, capital, liquidity 
ratios, and so on. Governance impacts are also considered in terms of the definition of a comprehensive model appetite framework 
with corresponding tolerance bands. 
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1. Introduction 

The simplification and assumptions that models must necessarily employ sometimes come at the cost of accuracy and structural 
integrity under stress. This exposes the bank to model risk: the risk of economic or reputation loss due to errors in the development, 
implementation or use of models. 
In what follows we introduce a framework for quantifying model risk by focusing on three main pillars. The first refers to model 
misspecification. The second is about model sensitivity to shifts on its natural setup. The third pillar refers to potential uncertainty 
explosion due to interactions in complex modelling (e.g., fully integrate balance sheet). 
The paper is organized as follows. Section 2 provides a general overview of the model risk quantification framework. In Section 3 
we analyze model uncertainty from an individual model (i.e., silo) perspective. Therefore, Section 4 focuses on sensitivity analysis, 
while Section 5 faces the issues related to complex modelling. Finally, Section 6 summarizes the key insights by providing an 
overview for further research. 
 

2. The Framework 

Our framework for quantifying model risk in a commercial Bank relies on the following three main pillars: 
 

1. Misspecification and calibration. Alternative models can be chosen for describing a phenomenon. The question we 

need to address is whether the chosen one is suitable for the purpose. Challenger models pursue the goal of 
highlighting potential drawback of the champion. 
 

2. Sensitivity. A model developed on all available data and using appropriate techniques has the potential for 
representing the phenomenon under analysis as it develops. Nevertheless, changes on internal conditions (e.g., 

portfolio composition) or external environment factors (e.g., macroeconomic situation) may reduce model’s potentials. 
For this reason, one may inspect circumstances leading the model to fail its mission. What-if analysis based on stressed 
conditions together with a reverse-stress-testing setup are particularly effective in defining model risk tolerance limits 

and monitoring risk over time. 
 
3. Complex modelling. Complex modelling frameworks characterize banking processes and management decisions. 

Uncertainty in each component of the framework may impacts on its dependencies as a small snowball causing an 

avalanche. 
 

3. Misspecification and Calibration 

One may represent model misspecification by focusing on statistics summarizing the distance among distributions. As an example, 
one may compare the empirical distribution against the target. In case of Kolmogorov-Smirnov test, the following applies: 
 𝑫𝒏 = 𝒔𝒖𝒑𝒚|𝑭𝒏(𝒚) − 𝑭𝒏(𝒚)|  (1) 

 

where 𝑠𝑢𝑝𝑦   is the supremum of the set of distances between the empirical distribution function for n identical and identically 

distributed ordered observations 𝑌𝑗. If the sample comes from 𝐹𝑛(𝑦), then 𝐷𝑛 converges to 0 almost surely in the limit when n goes 

to infinity. 
As part of the modelling process, parameters are estimated on a given sample. As an example, in linear regression, coefficient of 
determination is commonly used. More generally, error tracking over time becomes particularly relevant as a proxy for model 
uncertainty. 
 
Remark. One may argue that both misspecifications together with calibration risks come together when tracking errors. For this 

reason, tracking the misspecification risk plays a key role in highlighting potential issues related to model choice. Ideally, one 

would expect to represent the contribution of misspecification and calibration to the whole error. The challenge can be faced by 

means of what-if analyses as detailed in Section 44. 
Let us consider a Commercial Bank Small Medium Enterprise portfolio. We aim at representing model uncertainty due to 
misspecification and calibration risks. The focus is on a Probability of Default model already in use within the Bank. Monitoring 
data are used for the analysis. 
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We start by concentrating on model capability to effectively discriminate between “good” and “bad”. Two alternative approaches 
are followed. A champion model relies on logistic regression, while a non-optimized random forest is the challenger. 
 
It is worth noting that monitoring should be conducted by having in mind a wider range of specifications and estimation approaches. 
In general the focus should be aiming for a wider assessment that aims to cover: 
 

 Different functional model specifications or theoretical frameworks. 

 

 Stability of the performance linked to the new data available (updating models and testing the performance). 
 

 Consideration of different set of variables. 

Figure 1 tracks Gini Index defined as follows: 
 𝑮: 𝟏𝟐𝝁  ∫ ∫ |𝑸(𝑭𝟏) − 𝑸(𝑭𝟐)| 𝒅𝑭𝟏𝒅𝑭𝟐 ,𝟏𝟎𝟏𝟎  (2) 

 
where 𝜇 is the mean of the distribution, and specifying that 𝐹(𝑦) is zero for all negative values. 
 
Based on Bank’s risk appetite and tolerance, the champion model does not fall below the tolerance band throughout the entire 
period. In summary, we do not experience any deterioration of the model’s discriminatory power. 
 
The use of Gini instead of granular metrics in this particular example is linked to the importance of defining key metrics 
summarizing a wider range of impacts on which a performance comparison is sufficiently clear. For PD models the metrics are quite 
consolidated, more complex the situation can be for other type of models like LGD due to the complex structure (Bellini, 2019).  

 

Figure 1: Gini index tracking for a PD model (misspecification analysis) 

 
Based on the above, one would expect not to encounter issues while comparing actual Default Rates against fitted (i.e., Probability 
of Default). On the contrary, the left panel of Figure 2 shows the champion model based on the original calibration scheme. Errors 
are tracked along the historical period of observation. 
 
We notice that in 2010-2011 a first relevant increase on its value is due to 2007-2009 financial crisis (as expected DRs increase with 
some lags). Another smaller jump is experienced a few years later. 
 
Based on such setup, the average error exceeds 1.00% with a standard deviation of % As represented in the right panel, in practice, 
Banks do perform periodic re-calibration (in a Point in Time setup). As a consequence, we notice two re-calibration exercises 
leading to a substantial reduction in both average error and its standard deviation. 
 
Figure 3 summarizes error distribution by distinguishing between the whole portfolio and its rating classes. The idea here is to 
represent model uncertainty by means of historical errors without including any further modelling assumption. 
 
Similarly to what shown above, Figure 4 highlights mean error track together with lower and upper bands (i.e., 95% quantile) for 
the corresponding distribution. 
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Figure 2: PD model calibration analysis – the role of model re-calibration 

 

 

Figure 3: Model error distribution based on normal assumption – left panel refers to the whole portfolio, right panel split 

based on rating classes 

 
Remark. Model uncertainty is represented by means of a confidence interval within which model error is likely to stay. It 

encompasses potential losses an institution may incur due to model deficiencies in representing the phenomenon under scrutiny. 

 
One may also develop mechanics for fitting errors. On this, a few alternative approaches can be considered by highlighting the 
potential use of macroeconomic factors as explanatory variables. In some cases, as shown in Figure 2, errors may be linked to 
macroeconomic dynamics. 
This may potentially be caused by not including macro factors onto the underlying model or alternatively by exogenous shocks that 
hardly can be incorporated in the model frame. For these reasons, in the next section we explore sensitivity analysis by applying a 
“stress testing” what-if analysis to our framework. 
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Figure 4: Uncertainty bands based on mean and standard deviation estimated on 𝒆𝒊,𝒕 
 

4. Sensitivity 

One of the key questions arising while developing and implementing a model is related to its capability to perform outside the 
environment where it was trained. On this, Figure 5 summarizes the following idea: 
 

 Given an initial dataset (e.g., on which the model was developed) the model projects some outcomes on a 

hyperplane. 
 

 What happens if data are shifted? What happens in terms of its uncertainty? 

Based on what discussed in previous sections, the key challenge for assessing uncertainty is to check model errors under various 
scenarios. 
At a first glance, one may think of bootstrapping or nested bootstrapping when dealing with multiple models/parameters for 
assessing these errors based on some occurrences (Atkinson, 2004). 
A major advantage of this approach is to rely on already available inputs and outcomes. On the contrary, the main disadvantage is to 
be limited on historical observations. 
Indeed, while aiming to test for uncertainty beyond the conditions where a model was developed a crucial issue is to go beyond such 
a constrain. 
How can we tackle such issue? We would need a method for consistently simulating both inputs as well as outputs. A few 
alternatives are available in statistical literature. One may rely on machine learning or artificial intelligence techniques (James, 
2013). 
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Figure 5: Idea underlying sensitivity analysis 

 
Based on the Machine Learning generating scheme we can derive error distribution. As a consequence, we can identify extreme 
events causing the breaking of model risk tolerance (in case they are predefined). This procedure allows us to conduct what-if 
analyses. We pre-define a scenario we would like to test. 

 
5. Complex Modelling 

The wide use of models in banking implies an additional task compared to what discussed in the previous sections. How do we 
estimate model uncertainty when various models are involved? 
Two main schemes are considered. On the one hand, we focus on nested models. We explore the case of credit Risk Weighted Asset 
(RWA). On the other hand, we pose our attention on fully integrated models. 
 

5.1 Nested Models 

Let us consider the following credit Advanced Internal Rating Based (AIRB) as an illustrative example for nested modelling. The 
formula is as follows (BIS, 2006). 
 
 𝑲 = 𝑳𝑮𝑫 ∙ [𝑵 (√ 𝟏𝟏−𝑹 ∙ 𝑮(𝑷𝑫) + √ 𝑹𝟏−𝑹 ∙ 𝑮(𝟎. 𝟗𝟗𝟗)) − 𝑷𝑫] ∙  𝟏+(𝑴−𝟐.𝟓)𝒃𝟏−𝟏.𝟓𝒃    ( 3 ) 

 𝑅𝑊𝐴 = 𝐾 ∙ 12.5 ∙ 𝐸𝐴𝐷 ( 4 ) 

 

Where LGD is the Loss Given Default, N stands for standard normal distribution, R is a correlation parameter, G is the inverse 
standard normal, M is the maturity of the financial instrument. 
 
As we notice from 6, the internally estimated risk parameters PD, LGD and EAD are involved. How can we apply model 
uncertainty estimated on a silos perspective and bring them together? 
 
 

 In line with Section 3, one may move from silos credit risk parameter (i.e., PD, LGD, EAD) uncertainty estimates 
(please refer to uncertainty distributions as shown in Figure 3 and simulate them by feeding equation (4) in order 

to drive its distribution (Bellotti, 2009). 
Computations can be performed by assuming independence among risk parameters or by including correlation 

(e.g., historical, experience-based) (Lessmann S. a., 2015). 
Figure 6 highlights RWA distribution for a stylized (Small and Medium Enterprise) Bank portfolio. One may 
focus on the distribution quantiles (e.g., 95%) based on all credit risk parameters or investigate the contribution of 

each of them. As an illustrative example, Figure points out PD uncertainty as well as LGD uncertainty. 
 

 Following the approach described in Section 4, one may perform the analysis based on a plurality of models. The 
key issue is related to their number and complexity. Indeed, fitting and simulating complex joint probability 
distribution may be a challenge. 
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Figure 6: RWA distribution from PD and LGD silos model uncertainty 

5.2 Fully Integrated Models 

Interaction among different models is one of the major challenges a commercial Bank faces in terms of uncertainty impacts. A 
plethora of processes involve model interactions. On these, fully integrated balance sheet projection plays a key role. Figure 7 
summarizes the key elements of the analysis. One needs to define a macroeconomic scenario on which projections of assets, 
liabilities, profit and loss, capital, RWA and liquidity are performed (Bellini, 2017). Such a process relies on a plurality of complex 
dependencies. Therefore, each model's uncertainty may have a significant impact on the final outcomes. 
 

 

 

Figure 7: Fully integrated balance sheet projection 

 
A simulation mechanism can be activated. Figure summarizes CET1 ratio for a stylized Bank defined as follows: 
 [𝒉]𝑪𝑬𝑻𝟏𝒓𝒂𝒕𝒊𝒐 = 𝑪𝑬𝑻𝟏𝑹𝑾𝑨𝒕𝒐𝒕𝒂𝒍 (5) 

 
where the numerator 𝐶𝐸𝑇1 represents the core regulatory capital component, while 𝑅𝑊𝐴𝑡𝑜𝑡𝑎𝑙 is the sum of Pillar 1 RWAs (i.e., 
credit, market, operational risks). Model uncertainty is simulated on credit risk PD and LGD models across three major business 
lines (i.e., retail, corporate, and global markets). A conditional forecast scheme is implemented in order to perform consistent time-
series projections (Tsay, 1986). The analysis is performed based on a static balance sheet assumption for avoiding issues related to 
balance sheet re-composition. Figure 9 highlights two alternative working hypotheses. On the one hand (left panel) zero correlation 
among models' uncertainty is adopted. On the right panel, 0.5 correlation is assumed in order to highlight potential impacts on CET1 
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ratio uncertainty. In both cases, at inception (i.e., at the beginning of the projection exercise), we indexed the CET1 ratio to 100 in 
order to facilitate comparison against alternative working hypotheses. 
 

 

Figure 8: CET1 ratio fanchart 

 

 

Figure 9: CET1 ratio model risk contribution 

 

6. Concluding Remarks 

A flexible framework for model risk quantification was presented by aiming to represent complex interactions characterizing 
commercial banking processes. Model uncertainty was represented by means of a confidence intervals on both individual (silo) 
models and (complex) model networks. We described how to perform effective what-if analyses for checking model's robustness 
against various (endogenous and exogenous) conditions. Monte Carlo simulations were used for deriving the distribution of nested 
models and holistic frameworks like full balance sheet projection. This pioneering research paves the way to further analyses for 
providing more insights on risk contributions (e.g., incremental risk), multi-model joint probability distributions, and the role of 
human assessment across various expert driven models.      
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