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Overlaps between minimum requirements and capital buffers: the usability of the combined 
buffer requirement for Italian banks  

Wanda Cornacchia (Directorate General for Economics, Statistics and Research, Bank of Italy) and Giulio Guerra (Directorate General for Financial 

Supervision and Regulation, Bank of Italy). 

 

The current EU capital regulation1 requires that banks comply with two main frameworks at the same time: one for prudential 
purposes, the other for resolution purposes. 

The first one includes both a risk-weighted requirement (RW) and a leverage ratio requirement (LR). Similarly, the resolution 
framework, which ensures that banks have enough loss-absorbing and recapitalization capacity through a Minimum Requirement of 
Eligible Liabilities (MREL), is based on two ratios that are to be met in parallel: the MREL as a percentage of risk weighted assets 
(MREL-RW) and the MREL as a percentage of the total exposure measure used for the purpose of the leverage ratio (MREL-LR). 

According to the EU regulation, the CBR is only required on top of the two risk-weighted requirements (RW and MREL-RW). 

This asymmetry implies that the same Common Equity Tier 1 (CET1) capital can be used simultaneously to satisfy the CBR in one 
framework and a minimum requirement in another framework. In these cases, we talk about overlaps, which make it impossible to 
use (in whole or in part) the CBR to absorb losses without violating a minimum requirement.2 

The term ‘buffer usability’ refers to banks’ ability to use the CBR without breaching any minimum requirements. In the event of 
overlaps, a bank would not use (all or part of) the CBR even when allowed to do so because such a use would lead to a breach of a 
minimum requirement. 

This issue, in turn, can undermine the decision of macroprudential authorities to release part of the CBR3, i.e. to draw it down in 
order to allow banks to support the economy in bad times. Usability should not be confused with the unwillingness/reluctance of 
banks to use the buffers because of disincentives of various kinds (for instance, stigma effects due to financial market reactions or 
maximum distributable amount restrictions4). 

A comprehensive measure of the overlaps (and hence CBR usability) can only be obtained by jointly comparing the use of the CET1 
capital in each of the regulatory frameworks in place. That is why a comprehensive methodological approach is taken to measure the 
usability of the CBR.5 

This approach differs from the one recently adopted by the ESRB6, as it provides a broad overview of the actual usability of the 
CBR, considering that this is required not only on top of the RW requirement but also in addition to the MREL-RW requirement. 
Should the MREL‑RW requirement prove to be higher than the RW one, the CBR may be more usable than it would be using the 
approach based solely on the RW requirement.  

In panel (a) of Figure 1, a hypothetical bank is characterized by a binding MREL-LR. In this example, the MREL-LR is the 
requirement that absorbs most CET1 capital, fully overlaps with the CBR in the RW framework and partially overlaps with the CBR 
in the MREL-RW framework. 

The CBR usability is therefore reduced to 50 per cent (1.5 per cent of RWAs instead of 3.0 per cent, as shown by the last bar in 
panel (a) of Figure 1). 

In this case, if we only consider the CBR stacked on top the RW framework, the buffer usability would be equal to 0 per cent (i.e. 
the CBR usability from the interaction between the RW and MREL-LR). 

A discrepancy between the approach focusing on the RW framework alone and our comprehensive approach can also occur when a 

bank is  characterized by a binding MREL-RW requirement, if the MREL-LR requirement met with CET1 capital is higher than the 

RW requirement. 

In panel (b) of Figure 1, the CET1 absorbed by the MREL-RW and MREL-LR is higher than the CET1 absorbed by the RW 

requirement. The CBR usability would be equal to 0 per cent if we only compared the interaction between the RW and MREL-LR 

requirements. With the full comparison proposed in this article, the CBR usability is instead 100 per cent, since the CBR in the 

MREL-RW framework does not overlap with any other requirement. 

 

                                                           
1   The ‘banking package’ comprises the Capital Requirements Directive and Regulation (CRD V/CRR II), the Bank Recovery and Resolution 

Directive (BRRD II) and the Single Resolution Mechanism Regulation (SRMR II).  
2 The consequences of the violations are proportionate to their seriousness: those relative to the minimum requirements can lead to the 

declaration of failure (or risk of failure) of the bank and eventually to liquidation or resolution procedures; those relative to the CBR can lead 
to, among other things, limits on the distribution of dividends.  

3    The CBR includes both releasable and non-releasable buffers by macroprudential authorities: for example, the CCyB is releasable while the 
CCoB is not. Anyway, all buffers included in the CBR are usable. 

4   Article.141 of CRD IV introduced the concept of the Maximum Distributable Amount (MDA), which requires supervisory authorities to 
automatically restrict earnings distribution in the event of a CBR breach. Similarly, the MREL-MDA (M-MDA) is imposed by resolution 
authorities, though with more discretion and no automaticity. 

5 For more details on the proposed methodology, see W. Cornacchia and G. Guerra, Overlaps between minimum requirements and capital 
buffers: the case of Italian banks, Notes on Financial Stability and Supervision – Bank of Italy, No.30, June 2022.  

6 For further details, see the ESRB, Report of the Analytical Task Force on the overlap between capital buffers and minimum requirements, 
December 2021.    

https://www.bancaditalia.it/pubblicazioni/note-stabilita/2022-0030/Note_di_stabilita_finanziaria_e_vigilanza_N.30_ENG.pdf.pdf
https://www.bancaditalia.it/pubblicazioni/note-stabilita/2022-0030/Note_di_stabilita_finanziaria_e_vigilanza_N.30_ENG.pdf.pdf
https://www.esrb.europa.eu/pub/pdf/reports/esrb.ATFreport211217_capitalbuffers~a1d4725ab0.en.pdf
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Note: Each panel shows the bank's CET1 ratio in per cent of RWAs. In particular, the histograms indicate how CET1 is used in the different frameworks: RW, LR 

and MREL in its weighted and leverage based dimensions (MREL-RW and MREL-LR). The notion of a stacking order defines the sequence in which different CET1 

capital layers absorb losses. In the risk-weighted capital framework (the RW bar) excess capital covers losses first (green), followed by the CBR (yellow) and 

minimum requirement (pink). The distinction originates from the different consequences of any breach. The CBR is only required on top of the two risk-weighted 

requirements (RW and MREL-RW). 

 

Table 1 highlights the contribution of the comprehensive approach being proposed by applying it to actual data for Italian banks. 

Around one fourth of the Italian banks are constrained by one of the leverage-based requirements (LR, MREL-LR, TLAC-LR): in 

such cases, an overlap occurs and reduces the CBR usability. The table shows the difference in the CBR’s usability between the 

proposed approach and the RW approach. As illustrated in the two previous examples, applying the comprehensive approach reveals 

a significantly higher CBR usability: the CBR usability increases from 26.7 to 73.6 per cent for the whole Italian banking system. 

This improvement is driven by the Italian banks subject to MREL requirements (11 out of a total of 150 banks, which account for 80 

per cent of total system assets), whose CBR usability increases from 10.8 to 69.0 per cent. Indeed, when the MREL-RW 

requirement met with CET1 is higher than the RW one (as in panel (b) of Figure 1), the CBR is more usable than is apparent from 

the approach based solely on the RW requirement. This explains why, by considering the regulatory requirements of the resolution 

framework as well, the usability of the CBR increases. 

 
 

Table 1: CBR usability of Italian banks 
(per cent of CBR; data as of December 2020) 

 RW approach Comprehensive approach 

Banks with MREL requirements (11 banks) 10.8 69.0 

Whole system (150 banks) 26.7 73.6 

Source: Supervisory and resolution reporting.  

Note: The assumption of closing the shortfalls applies in each column. In our calculations, the P2R is included in the minimum RW requirements. 

 

The difference between the two approaches to measuring the CBR’s usability also emerges from the distribution of the risk-

weighted assets (RWAs) of Italian banks by buckets of CBR usability (see the figure 2). In particular, based on the RW approach, 

almost 70 per cent of the banking system RWAs are attributable to banks with a very limited CBR usability (between 0 and 25 per 

cent). According to the comprehensive approach, instead, 85 per cent of RWAs are attributable to banks with a medium/high CBR 

usability (above 50 per cent). 

 

Figure 1: Final effects of the overlaps 
(per cent of RWAs) 

(a) MREL-LR binding (b) MREL-RW binding 
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Figure 2: Distribution of Italian banking system RWAs according to CBR usability 
(share of banking system RWAs by bucket of CBR usability; data as of December 2020) 

 

 

 
                             

             Source: Supervisory and resolution reporting.  
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Machine Learning for Credit risk: three successful Case Histories 
 
Paolo Di Biasi ( Intesa Sanpaolo), Rita Gnutti ( Intesa Sanpaolo), Andrea Resti (Università Bocconi and senior advisor CRIF), Daniele Vergari (CRIF1) 

Abstract 

As the financial services landscape witnesses an unprecedented change, banks can use machine learning (“ML”) to expand their 
databases through alternative sources providing unstructured and semi-structured information, such as transaction data and digital 
footprint data. However, ML algorithms also suffer from several potential shortcomings, as they may overfit sample data and prove 
unstable over time, they may quickly become obsolete and need re-estimation, and they may prove hard to interpret. This paper 
joins the debate on ML in banks by providing three case studies that highlight the benefits of machine learning, while showing how 
its drawbacks can be minimised: a rating model developed within the IRB framework, a challenger model used to validate a bank’s 
main model for retail PDs, and an early warning system based on transaction data. 

1. Foreword 

The use of machine learning (“ML”) models in banks has raised considerable interest and sparked a lively debate, among both 
scholars and practitioners. As the financial services landscape witnesses an unprecedented change (due, e.g., to the digitalisation of 

credit processes, open banking regulations, competition from non-bank players and more prescriptive regulations), banks can use 

ML to expand their databases through alternative sources providing unstructured and semi-structured information, such as 

transaction data and digital footprint data. Additionally, ML can manage multi-dimensional data by automatically selecting 

meaningful features and creating meta-variables that summarise the most relevant information, thereby improving the performance 

of internal scoring/rating systems. On the other hand, ML algorithms also suffer from several potential shortcomings: first, they may 

overfit sample data and prove unstable over time (meaning that they perform poorly when applied to new data); second, they may 

quickly become obsolete and need recalibration/re-estimation to keep attaining high performance standards; third, quality checks for 

unstructured data (e.g. natural language) may prove more complex to run than they are for structured data sources; finally, ML 

models may prove hard to interpret, meaning that – although they lead to overall correct results – the factors driving their outcomes 

may prove hard to pinpoint (or may vary sharply between individuals, making it hard for users to identify a consistent pattern). 

Over the last 20 years, ML has become increasingly popular with both banks and supervisors. A bibliographic search for the 

keywords “machine learning” and “bank” (or “banking”, or “supervision”) finds 41 relevant articles and two book chapters 
published between 2000 and 2021 (Guerra and Castelli, 2021), with a significant acceleration after 2016 (see Figure 1)2.  
 

 

Figure 1 - Articles published in 2000-2021 referencing ML and banks/banking/supervision (source: Guerra and Castelli, 2021) 

                                                           
1 This article draws on a paper (Di Biasi et al., 2022), written with Angelo Basile, Fiorella Bernabei, Cristina Caprara, Dario Cavarero, Mattia 

Marigliano, Roberta Ranaldi e Marco Vignolo (https://www.crif.it/ricerche-e-pubblicazioni/altre-risorse-e-ricerche/2022/marzo/l-applicazione-di-

tecniche-di-ml-al-credit-risk-management-e-ai-modelli-irb/). We gratefully acknowledge comments from Simone Casellina (European Banking 

Authority), Francesco Cannata (Bank of Italy), as well as from various participants in a presentation to the EBA held on 17 March 2022. 

2 A similar survey, focusing on deep learning applications to banking and finance in 2014-2018, found 40 academic articles dealing mainly with 

stock market prediction and trading, while credit risk models only account for 12.5% of the published studies (Huang et al., 2020). Further surveys 

include (Leo et al., 2019) and (Rundo et al., 2019). The former looks at applications of ML in the management of banking risks (credit, market, 

operational and liquidity) and finds that ML usage doesn’t appear commensurate with the importance of risk management and ML studies when 
considered separately; the latter looks at ML usage in the field of quantitative finance (including comparative studies about the effectiveness of 

ML-based systems), showing that innovative methods often outperform traditional approaches. 
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More recently, ML has been widely used by financial institutions worldwide. Out of 60 banks surveyed by the IIF in 20193, 25 were 

using ML models in a production setting (compared to 23 one year before), and another 27 were engaged in pilot projects (up from 

12 in 2018). Credit scoring and early warning systems were by far the most common areas of application. As for 2020, there is 

evidence that investments in ML techniques by banks were not negatively impacted by Covid-19; indeed half of the UK-based 

institutions surveyed by the Bank of England (Bholat et al., 2020) expected an increase in the importance of ML and data science for 

future operations as a result of the pandemic.  

Having implemented ML models in banks for several years, we would like to join the debate providing three case studies that 

highlight the benefits of machine learning, while showing how its drawbacks can be minimised. Table 1 provides a synopsis of the 

main characteristics of each project.  

 

           Table 1  – Synopsis of the three case studies discussed in this paper 

Case study Benefits Data and algorithms Interpretability 

techniques 

Main challenges 

A new IRB 
model aimed 
at retail 
SMEs 

Provides customers with a 
full digital experience, 
focusing on high 
digitalisation standards and 
profiting from PSD2 and 
the GDPR. Deals with 
unprecedented conditions, 
e.g. due to Covid-19 

Transaction data, 
credit cards, POS, and 
web sentiment. 

Decision trees, 
random forests and 
gradient boosting 

Partial 
dependence 
plots, individual 
conditional 
expectation, 
LIME, and 

SHAP 

Hiring new staff, 
investing in IT, 
reviewing 
regulations, 
deploying an ad-
hoc validation 
framework 

A challenger 
model to 
validate the 
IRB model 
for retail PDs 

Performs initial validation 
to get supervisory 
clearance, and ongoing 
validation to promptly 
highlight any issues 
emerging from the bank’s 
model 

 

Innovative transaction 
data based on 
borrowers’ current 
accounts. 

Decision trees with 
extreme gradient 
boosting (“XGB”) 

Feature 
importance 
analysis 

Project timing 
and the choice of 
a trade-off 
between a full 
challenge and the 
need to ensure 
comparability 

An early 
warning 
system based 
on 
transaction 
data 

Ability to use transaction 
data to identify new 
information patterns 

Individual 
transactions 
combined with pre-
existing information. 

Random forests, XGB 
and neural networks 

Feature 
importance 
analysis, SHAP, 
LIME and 
OptiLIME CRIF 

Feature selection, 
model 
development and 
interpretability  

 
In the remainder of this paper, each project will be described in detail: we start with two projects that relate to rating systems used 
for regulatory purposes, then we move to a “managerial” model focused on early warning systems. 

2. Case 1: using ML for a new IRB model aimed at retail SMEs 

The data available on SMEs (small and medium-sized enterprises) has recently experienced a sharp increase as new sources have 
emerged, providing value added to improve risk management models. Against this backdrop, a large bank decided to update its IRB 
model for the retail SME portfolio, comprising about 500,000 businesses with a turnover of up to €2.5 million and a credit exposure 
of less than €1 million. These are typically medium-sized limited liability companies, partnerships and sole traders/entrepreneurs. 
The bank launched a “Smart Lending” project, to provide retail SMEs with a full (“end-to-end”) digital experience. Focusing on 
high digitalisation standards, the project aimed to profit from the evolution of the technological and regulatory framework (as PSD2 
and GDPR, regulating data and customer protection, opened the door to the possibility of receiving new data for an all-round 
customer assessment). The rating model had to be available online and in real time, without easing risk management standards. ML 
algorithms provided a tool to improve the customer journey as well as rating performance, while also accounting for extraordinary 
events such as the Covid-19 pandemic. 
An ML component can be introduced into credit risk models in two ways: by replacing previous models or by complementing them 

through new algorithms. In this case, ML was used to add new data sources to traditional ones, enhancing the breadth and accuracy 

of the pre-existing approaches. Accordingly, a new IRB model was developed that uses (see Figure 2):  

- traditional modules to process information already used by the rating model, such as financial statements, external data 

(e.g., central credit registers like CRIF) and internal performance indicators; 

- modules using new data sources, both internal and external to the bank, processed through either ML or traditional 

algorithms.  

                                                           
3 See (Institute of International Finance, 2019). 
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Figure 2 – Data sources of the new model for retail SMEs 

 
New data sources include transaction data (from the bank’s own current accounts and from other banks, available through PSD2), 
point-of-sale transaction data, payment card data, web sentiment data captured from web pages. Among these sources, transaction 
data is the most challenging, but also the best performing. It allows recent key information to be collected, and transforms the 
constraints imposed by PSD2 (forcing the bank to transfer information to third parties upon request) into an opportunity.  
 
The algorithms selected for the ML component were4: decision trees, random forests and gradient boosting. Deep learning 
algorithms were not used, given their complexity: instead, a gradual approach was chosen, using algorithms that were more 
advanced than – while at the same time comparable to – logistic regression. As a benchmark to gauge their performance (and to 
improve interpretability) a traditional logistic regression was also run on the same input data. 
Interpretability remained a key aspect throughout the estimation process. The main techniques deployed (besides traditional models 

used as a benchmark) were Partial Dependence Plots (“PDP”), Individual Conditional Expectation (“ICE”), LIME (Local 
Interpretable Model-agnostic Explanation, a technique that identifies the features that contribute most to an individual classification 

through a local approximation performed on slightly modified versions of the original observation5), and SHAP (SHapley Additive 

exPlanations, a relatively recent approach combining features from LIME and Shapley)6. 

 

The most effective methodology proved to be SHAP. It assigns a marginal contribution to each variable (feature) considering its 

possible interactions with other variables: for each combination of variables, the change in PD is measured, providing a basis to 

compute the relative weight of each feature. Figure 3 provides a sample SHAP plot, showing the range and impact of each variable 

by order of importance. Each point in the plot is a Shapley value (measured on the x axis) for a feature (as listed on the y axis, in 

decreasing order of importance) and an instance. The colours represent the value of a feature from low to high. Feature labels have 

been redacted for confidentiality reasons. 

                                                           
4 See (European Banking Authority, 2020) for a brief discussion, and(Breeden, 2021) for a taxonomy of ML algorithms applied to credit risk. 

5 See (Ribeiro et al., 2016). An optimised version of LIME, tackling the instability problems that undermine its reliability, was proposed by (Visani 

et al., 2020): under this new approach (“OptiLIME CRIF”), stability is maximised for any chosen level of “adherence”, i.e. similarity to the 
original ML model.  

6 Shapley values (a measure of how much each feature contributes to a prediction, based on a large number of comparisons between pairs of 

alternative feature sets); the Shapley value can “split” an individual prediction among all contributing features, providing a full explanation of why 

a given applicant has received a specific credit score. As noted in (Molnr, 2019), this can make it preferable in situations where the law provides 

customers with a “right to explanations”. A thorough discussion of Shapley values is provided, e.g. in (Giudici and Raffinetti, 2021), which also 

introduces an extension of the original Shapley approach (“Shapley-Lorenz”) based on Lorenz decompositions. LIME, Shapley and SHAP are 
known as local interpretation techniques, as they analyse how individual model predictions change when altering input data. They are mostly used 

to produce a visual representation that reflects the contribution of each feature (explanatory variable) to a single-point forecast, assigning a 

“weighted” importance to the characteristics that most affect the output generated by the model (e.g. default probability). Conversely, global 

interpretation techniques are aimed at understanding the relationship between each main feature (explanatory variable) of a model and its target 

variable in a more “traditional” way. 
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Figure 3  – Cash inflows for retail SMEs (“RS”) estimated using transaction data 

 

 
ML models showed the best performance (accuracy ratio) and a good out-of-sample stability. To assess overall performance, a 

benchmark model was created that used neither innovative sources, nor new algorithms. Keeping that model as the base case, 

marginal increases in the accuracy ratio were measured: new data sources processed through traditional methods led to a 5% 

increase; a further 5% increase emerged when the same sources were processed through ML. If ML had also been used to integrate 

the various modules in Figure 2, that would have led to a further 1% increase; that option, however, was not considered in the final 

model, as the improvements achieved in the previous steps were already satisfactory. 

The new module using transaction data also proved very responsive in identifying changes in PD drivers following the Covid-19 

outbreak. Indeed, the score based on transaction data remained stable in 2019, and quickly worsened during lockdown, capturing 

information that traditional default-forecasting models could not use in full. An example of its determinants is provided in Figure 4, 

showing cash inflows estimated from transaction data for different borrower groups (including industries that were deemed 

especially vulnerable to the drop in demand associated with lockdown regulations). 

 

 
 

Figure 4  – Cash inflows for retail SMEs (“RS”) estimated using transaction data 
 



 

 

RISK MANAGEMENT MAGAZINE – Volume 17, Issue 2 – Page - 11 - 

 

The ML module initially led to challenges that were (and to an extent are still being) addressed: 

 

- the need to hire new experienced staff in a variety of fields: big data management and related programming languages, 

machine learning algorithms with a focus on transparency and interpretability, ability to provide adequate documentation, 

and knowledge of the underlying banking processes; 

- a significant investment in IT, in both the estimation and implementation phases, in order to have an infrastructure that 

could assess machine learning algorithms on estimation samples and replicate them in a production environment; 

- a review of the regulatory framework to check that the model was in line with the requirements imposed under the IRB 

approach. Special attention was paid to Article 179 a) of the CRR (“an institution's own estimates of the risk parameters 

PD, LGD, conversion factor and EL shall incorporate all relevant data, information and methods. […] The estimates shall 
be plausible and intuitive and shall be based on the material drivers of the respective risk parameters”) and especially to 

the need to guarantee “plausible and intuitive” estimates. This meant that the bank had to be able to explain the model 
results, using the techniques (like LIME and SHAP) discussed above; 

- finally, ML algorithms required an ad-hoc validation framework, taking into account their specificities (e.g., the 

optimization of hyperparameters7). 

 

The new model allows for a fully digital lending process with ratings computed online, in real time and automatically, leading to 

greater efficiency and superior credit risk monitoring. The excellent performance of the new ML algorithms, using data retrieved in 

a fully automated way, allowed the rating to be produced without having to ask the borrower for financial statements/tax forms, 

which can weigh on the customer journey while becoming quickly obsolete. The model was validated by the ECB in May 2021 and 

is currently used to compute regulatory capital against credit risk. 

 

3. Case 2: a challenger model to validate the regulatory model for retail PDs 

A large European bank had recently changed its IRB model for estimating the PD of retail customers, in order to accommodate the 

EBA Guidelines on risk parameters and the new definition of default. Once the new model (“the bank’s model”) had been 
developed by the risk management department (using a combination of traditional and ML techniques), it had to be assessed by the 

validation unit as prescribed by the relevant regulations. The bank’s pre-existing validation framework had to be reinforced by 

adding a “challenger” model, based on the same technology as the bank’s model (including ML-based modules), to be used for 

initial validation (assessing alternatives to the bank’s model obtained by changing/stressing some choices) and for ongoing 

validation (promptly highlighting any issues, including performance drops, in the bank’s model). 
The bank’s model relies on the calculation of an “integrated score” incorporating several intermediate scores generated by specific 

modules (using, for example, personal data, CRIF’s credit bureau data and scores, as well as other socio-demographic information). 

The challenger model had to focus on a few key modules that were considered especially relevant to the bank model’s results. 
Namely:  

- the financial assets (“AFI”) module, which assesses the borrower’s financial assets (including the current account 
balance) and represents a measure of the borrower’s potential wealth; 

- the behavioural module, focusing on the sub-module that evaluates a borrower’s behaviour on the basis of that borrower’s 
credit exposure and financial position with the bank;  

- the mortgage module, which looks at the products owned by customers who also have a residential mortgage; 

- the cash flow module, which uses current account data at a transaction level in order to assess the borrower’s cash flow 
management (volatility, growth and liquidity levels) and to identify potential warnings, financial tensions and other 

income/expense flows. Here, both the bank’s model and the challenger model used ML;  

The challenger model experimented with many options, e.g. by changing variable categorisations and reducing cross-module 

correlations, testing different time frames for the indicators, applying different criteria when setting up the estimation sample, 

adding new indicators to the list of candidate variables. As concerns ML, the challenger model tested alternative solutions for 

hyperparameters, as well as simplified models based on different materiality thresholds. 

By doing so, alternative results were generated for the four “challenged” modules, which were then combined (using the same 
methodology as in the bank’s official model) with the results provided by “un-challenged” modules. 
 

                                                           
7 Hyperparameters are parameters whose values control the structure and the learning process of an ML model, thereby determining the number 

and values of its final parameters. An example of hyperparameters could be the number of nodes and layers in a neural network (whereas its 

parameters are the weights used in the functions propagating information across nodes). An example of ML-based validation approaches is 

provided in Case 2 (§3). 
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The most interesting module was the cash flow module, where innovative transaction data was used, based on borrowers’ current 
account movements. 

The module is only applicable to customers using their current account as their “main” account, that is, for day-to-day transactions8 

(excluding accounts that are seldom used and do not correspond to the customers’ real habits). 
The input data was updated monthly and contained all the transactions taking place on a daily basis. The database aggregated both 

current accounts held with the bank and, with the explicit consent of the customer under PSD2, current accounts held with other 

banks9. 

The challenge activity was performed primarily through the tuning of the hyperparameters of the extreme gradient boosting XGB 

algorithm, the same one used in the bank’s model10. 

To improve the comparability of the results, XGB was preferred to alternative techniques, such as random forests and deep neural 

networks. 

The tuning activity focused on the following hyperparameters: learning rate, number of estimators (trees), maximum depth for each 

estimator, minimum child weight, column sample by tree, subsample, and gamma. 

While most hyperparameters were already present in the bank’s model, two of them (column sample by tree and subsample) were 
added by the validation unit. By sampling the features and the observations for any given tree, the risk of overfitting should be 

reduced. 

A selection of the challenger models tested, as well as a comparison with the bank’s model, is shown in Table 211. Looking at the 

table, Challenger 5 (“Ch. 5”) emerges as the challenger model with the highest overall accuracy, while Challenger 3 is the one with 

the best test sample accuracy. However, all challengers are characterized by a fairly stable performance in the test sample. 

 

Table 2 - Challenging the hyperparameters (illustrative data) 

 
 
To gain a better insight into the underlying logic of the models, we computed the marginal contribution of each variable. 
These scores quantify the relative importance of each variable when a model makes a prediction, allowing the most important ones 
to be identified. 
The marginal contributions of all features can then be shown in decreasing order on a graph for each candidate model (Figure 5 
provides an example). 
 

                                                           
8 To be considered the “main” account, a current account has to meet at least one of these two criteria: i) it is used for receiving the customer’s 
main source of income (salary, pension or welfare payments, self-employed income, housing rents or alimony); and/or ii) the customer receives 

money transfers or deposits cash on a regular basis. 

9 Keyword searches and tagging were performed on raw data, looking at different transaction types and their descriptions. All indicators were 

computed for a maximum of 12 months, merging all accounts to reflect the customer’s situation as closely as possible. The list of candidate 
indicators was built by averaging, summing or detecting status changes over the last quarter, semester and year (e.g. the average salary was 

computed over the last 3, 6 and 12 months). 
10 XGB belongs to the category of ensemble models, as it is composed of a series of weak learners or decision trees, which are built upon in order 

to generate one final strong learner. 

11 For confidentiality reasons, the table only reports illustrative data. 
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Figure 5 – Importance value graph of the first 35 indicators (illustrative data) 

 
Based on such scores, five different cut-off values were considered: no cut-off, 0.7%, 0.8%, 0.9% and 1%. 

For each cut-off strategy, the accuracy ratio (“AR”) in the train sample, test sample and total sample were computed. Then, the 

average contributions to the AR of the variables included in each strategy were computed, and the strategy with the maximum 

average contribution was selected (see the illustrative example in Table 3).  

 

Table 3  – Model selection (illustrative) 

 

 
 
 

Criteria used to choose the final challenger model were: a balanced performance in both the test and the train sample, a lower 

number of variables, a set of features that were more intuitive and explainable to the model’s users. 
 

The final decision also considered the results obtained with alternative ML techniques (e.g., random forest), looking at common 

features and how their relative importance varied across models. 

 

The challenger model enabled the validation unit to perform benchmarking of the bank’s official model, looking at: 
 

- the performance of all modules subject to challenge and their final accuracy; 

- the different weight of the modules once they were combined into the integrated score; 

- the change in the PD master scale when moving from the bank’s model to the challenger model; 

- the differences and special characteristics in the PD distributions (as shown in Figure 6). 

 

The results of the challenger model were almost comparable to the bank’s model: the differences in terms of rating were mostly 

within one notch; the increase in the accuracy ratio was almost immaterial and corroborated the choices made by the risk 

management department. 
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Figure 6  –Relative weight and average PD associated with different rating grades (bank’s model vs. challenger model) 

 

The main issues met when developing the challenger model were the following: 

 

- project timing. Before the challenger model can be developed, the validation unit must learn about the bank’s model and 
perform standard validation tests on it, in order to identify areas where the need for benchmarking is stronger. All this 

must take place in the period between the bank’s “pre-application” to gain supervisory recognition of the new model and 
its final “application”; 

- the trade-off between the wish for a full challenge, which would completely overturn the framework adopted in the bank’s 
model, and the need to ensure comparability of the results between the challenger model and the official one. As shown 

above, this quest for comparability means that the basic methodological choices made in the bank’s model were kept 
unchanged in the challenge activity. 

In short, the main issues faced were related to “how” the model had to be challenged through independent validation; we chose to 

act on the list of candidate variables and on the “judgmental choices” made by the risk management department when estimating the 

bank’s model, taking into account only statistical evidence. 
 

4. Case 3: using transaction data for early warning purposes 

This case involves an Italian significant institution, a traditional retail bank serving both consumers and businesses and operating 

domestically. The project was part of a roadmap for the improvement of its early warning systems. The objective was two-fold: 

responding to supervisory requirements and adopting a cutting-edge early warning tool, with a view to improving risk management, 

including in a post-Covid-19 context.  

The bank’s pre-existing early warning model was based on a combination of different types of traditional data (e.g., socio-

demographic information, internal and external credit-related signals, financial data, etc.). Traditional modelling approaches 

(including logistic regression) had proved very effective in discriminating risk and were generally accepted and understood by key 

users within the bank (e.g. credit analysts) and external stakeholders (e.g. supervisors).  

However, due to technological and methodological advances, new transaction-level data was available and ready to use, which 

could be an important source of information if properly managed: thousands of new indicators could be developed for millions of 

customers. Where traditional approaches may not be able to fully exploit this data, one would expect machine learning models to 

identify new information patterns, including in the event of highly non-linear relationships between customer behaviour and credit 

risk.  

The pre-existing solution only used behavioural information at an aggregated level, e.g. by looking at the number of transactions 

recorded in the last n days, at the number of days elapsed since the last transaction took place, or at the average credit amount used 

over a certain period of time. The bank was now interested in using “atomistic” transaction data that could potentially highlight  
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specific behaviours: for instance, instead of just considering the number or transactions, one may also look at the nature of the 

individual items (e.g., payment of instalments and taxes, purchase of goods or services, settlement of invoices, bank transfers from 

the parent company, etc.), and their mix and evolution over time.  

The aim of the project was to enrich the pre-existing early warning solution through the development of several transaction-level 

modules (each one for a different customer segment) and their integration with the other components of the system (e.g. modules 

monitoring central credit registry data, etc.). 

Leveraging more granular, powerful and faster-reacting transaction-level information, the new solution was expected to better 

support the bank in managing credit risk in a more challenging economic environment. The data for the ML module consisted of 

individual transactions for the entire customer base (both individuals and businesses, 24 months of daily transactions, more than 10 

million transactions per month). 

Each record included the sign, amount, and label (“description”) accompanying each transaction.  
The model development involved two steps. First, transactions were categorised and turned into customer-level indicators. Second, 

such indicators were merged with pre-existing information and the early warning system was developed. 

Regarding the first step (developing customer-level indicators), transactions were categorised by means of machine learning 

algorithms integrated with NLP (Natural Language Processing) techniques. 

These algorithms “learned” how to interpret current account transactions by reading their description, then assigned them to multiple 

classes of activities (for example: accounting services, legal fees, purchases of raw materials or services, interest payments, etc.). 

The algorithms predicted the most likely class of activity and assigned a “reliability” score to the categorisation in order to help 

identify (and potentially discard) weak outcomes. The process involved human supervision of the machine learning algorithms, 

aimed at introducing further calibrations if necessary. Once transactions were categorised, they were summarized into 20,000 

customer-level indicators, to facilitate data handling, model governance and interpretability. 

As far as the second step is concerned (developing the actual early warning system), ML methodologies were applied for both 

feature selection (i.e. to create a “short list” of relevant variables) and multivariate estimation12. The techniques used included three 

different model classes: random forests (RFs), extreme gradient boosting (XGB) and neural networks (NNs).  

 

For each class, model estimation was performed through the following steps: 

 

- hyperparameter definition (e.g. definition of the minimum number of items in a leaf) by means of a random search engine. 

This provided a higher configuration space for estimating models than a grid search (Bergstra and Bengio, 2012), thus 

achieving better results. Table 4 provides an example of how model performance can be affected by changing certain 

hyperparameters and leaving everything else unchanged; 

 

Table 4  - Random Search Approach in a Random Forest Model 

 

 
- cross validation: in order to avoid overfitting, cross validation was performed through validation strategies ranging from 3-

fold to over 10-fold. In the case shown in Table 4, a 5-fold cross validation strategy was applied to each configuration (in 

this case, over 1,000 different configurations of hyperparameters were tested). For each model configuration, the accuracy 

was defined by averaging the Area Under the Curve (AUC) of the 5 test samples defined in each model run; 

                                                           
12 Although ML methodologies would also be applicable to the management of missing values, the latter were managed through traditional 

methodologies.  
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- performance evaluation: all alternative implementations within a class were assessed on the basis of different performance 

measures, including AUC, Gini index, confusion matrix, model reactivity, etc. (the average result for each cross-validation 

iteration was considered). Table 5 provides an illustrative example based on data for natural persons. Neural networks 

(“NNs”) show the best performance (Gini index above 80%) and are the richest model in terms of the number of features 
and statistical units. However, random forests yield a higher TPCR (True Positive Classification Rate) while allowing 

greater model explainability (e.g., due to a lower number of variables). 

 

Table 5 – Example of performance comparison for different model classes for natural persons 

 
 
All the inputs to an ML model should be individually interpretable, as well as their impact on the target variable. One should, in 

principle, be able to explain all the determinants of each individual forecast. To achieve such a goal, both global and local 

interpretability techniques were used. 

As concerns the former, feature importance analysis was used, generating visual outputs like in the example provided in Figure 7. It 

is worth noting that variables 6 and 25 would have been discarded by traditional short-listing methodologies, since their 

“information value” is below 0.0113: unlike linear models, ML models seem to capture relationships that are weak but relevant. 

 

 
 

Figure 7  – Sample feature importance chart 

                                                           
13 See, for example, (Zdravevski et al., 2011) for an introduction to information value and weight of evidence. 
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