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Abstract 
During the last decade, the increase in computational capacity, the consolidation of new data processing methodologies and the 
availability of access to new information concerning both individuals and organizations, aided by the widespread internet usage, has 
increased the development and implementation of artificial intelligence (AI) within companies. The application of AI techniques in 
the banking sector attracts wide interest as the extraction of information from data is inherent to banks. As matter of fact, for many 
years now models play a crucial role in several banks processes and are strictly regulated when they drive capital measurement 
processes. Among banks’ risk models a special role is played by credit ones, as they manage the most relevant risk banks face and are 
often used in regulatory relevant processes. The new AI techniques, coupled with the usage of novel data, mostly unstructured ones 
related to borrowers’ behaviors, allow for an improvement of the accuracy of credit risk models, that so far relied on structured internal 
and external data. 
This paper takes inspiration from the Position Paper Aifirm 33/2022 and its English published translation (Locatelli, Pepe, Salis (eds), 
2022. 
The paper is focused on literature review regarding the most common AI models in use in credit risk management, also adding a 
regulatory perspective due to the specific regime banking models are subject when they are used for regulatory purposes. 
Furthermore, the exploration of forthcoming challenges and future advancements considers a managerial perspective. It aims to 
uncover how credit risk managers can leverage the new AI toolbox and novel data to enhance the credit risk models’ predictive power, 
without overlooking the intrinsic problems associated with the interpretability of the results. 
 
Keywords: credit risk models, artificial intelligence, bank management, unconventional data 
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1. Introduction 

The growing availability of increasingly digitalized data flows is changing the way companies can stand to gain a real competitive 
edge by harnessing these data and employing sophisticated processing techniques to cut costs and implement decision-making 
processes that are as data driven and automated as possible, also gaining in efficiency. 
The banking and financial service industry is, by its very nature, specialized in generating and interpreting information, and is also 
characterized by managing financial and non-financial risks, by using a large amount of data that contribute to develop specific and 
advanced models for risks measurement.  
The critical role of these models in risk management processes and the regulatory regime banks are subject to, make risk models the 
object of a strict supervision that inevitably affects banks’ choices.  
In this regard, banks must avoid being trapped by “traditional models” as the ability to harness developments in artificial intelligence 
(AI) constitutes a critical success factor in the competition with new market participants – Fintechs – whose proposition is often built 
around the usage of AI capabilities. 
Hence, an effective deployment of AI for their day-to-day activities will play a special role in keeping banks up to the challenge of 
the market evolution. Lending and pricing decisions making are a first example, as well as monitoring exposures for risk management 
and measurement, and performance assessment. 
Among others, credit risk continues to deserve a special attention and prioritization in banking management, due the critical role 
banking credit plays in European financial and economic systems, to support growth and investments. The “key” of a virtuous 
functioning of the system based on a proper credit assessment of the borrower, the process by which the lender evaluates the 
creditworthiness of the counterpart by quantifying the risk of loss and by evaluating the “cost” of this risk in terms of cost of lending. 
Since the development of credit scorings and ratings, credit decision-making has expanded to encompass risk-based pricing, the Know 
Your Customer (KYC) principle, independent evaluation standards, and internal credit scoring. This process involves multiple entities 
and relies on extensive datasets sourced from external applications, open banking data, and various third-party sources (Zhang et al., 
2014). 
The paper aims to conduct a literature review focusing on the prevalent AI models utilized in credit risk management within the 
banking sector. The paper evaluates the feasibility of implementing these models within current banking practices. It offers examples 
to understand significant challenges associated with integrating unstructured data. Additionally, it offers a focus on the regulatory 
perspective, emphasizing the significance of validating models when employed for regulatory purposes.  
Section 2 is focused on new data, especially unstructured data, that are included in AI techniques. Sections 3 and 4 summarize the 
most common AI models and some application in credit risk management: nowadays financial institutions can have access to a huge 
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amount of new data, for example those coming from digital payments, that can help understanding borrowers’ behaviours. To do so 
banks must upgrade their systems and capabilities to make robust credit decisions in a fast-changing context (Zensar Technologies, 
2023). 
Section 5 discusses forthcoming challenges and future advancements, to understand the ways credit risk managers can leverage the 
new AI toolbox and new data in order to enhance the predictive capacity of credit risk models. This examination also addresses the 
inherent challenges tied to interpreting the results. 
 

2. New data in the context of credit risk models 

As mentioned, in addition to the information that banks acquire during their business relationship with customers, intermediaries have 
traditionally been able to acquire additional information externally (i.e., macroeconomic data, credit reports stemming from the Central 
Bank credit register and information generated by other credit bureaus). The field of “additional” or “alternative” information has 
substantially expanded in the recent years, due to the progressive digitalization of the economy leading to businesses and individuals 
generating vast quantities of information most of which is unstructured and have both financial and non-financial source and content 
(Altman et al. (2010) for the relevance of soft and non-financial information in credit evaluation of microfirms). 
We have several examples of such data. They include online information, news and stories, newspaper articles, and social media posts 
and comments, which can contribute to define individual’s or company’s “online reputation”. Moreover, other data describe consumer 
habits and preferences, such as their daily financial transactions: the increasing penetration of debit and credit cards and electronic 
payments generates a large and new set of information not available up to now. 
A major regulatory development, the second European Payment Services Directive (PSD2), then made this information more 
accessible and thus easier to be used for credit scoring purposes. The new Directive has made information arising from financial 
transactions much easier to use as, on one hand, it has required financial intermediaries to give third parties access to information that 
was, until then, exclusively the prerogative of such intermediaries while, on the other, it has made it possible for the same banks to 
use third-party information when the potential new customers allow to do so. Other data refer to digital footprints, geolocation, utility 
payments, and the usage of TLC services (Zensar Technologies, 2023). 
The whole amount of these alternative data can make credit risk management and borrower’s evaluation more effective. The larger 
the datasets in use, the more complete analysis supporting the credit score: a larger number of diverse data sources is becoming more 
and more now accessible to financial institutions with the purpose to make credit and financial evaluations and decisions more 
effective, and ultimately fairer. 
Berg et al. (2018) demonstrated that digital footprint variables like email domain and type of device have a better chance than the 
traditional credit bureau scores at predicting the default of a borrower or late payments in loans’ installments and also they argue that 
a lender that refers to both traditional credit scores and digital footprint of the borrower in its models will be able to make a better 
credit decision: credit access can increase without compromising the loan quality. The variables used to investigate the digital footprint 
of the applicants are usually the email domain, the type of device used for the connection, the time at which the contact happened. 
Taken together, these variables can be useful to investigate certain features of the credit applicants that otherwise would have not been 
examined (e.g. the type of device is easily associated with applicant’s level of income). 
In 2022 a study performed by Forrester Consulting on behalf of Experian (Experian, 2022) has highlighted the need to focus on 
leveraging alternative data and emerging technologies to improve the credit decisioning processes of an organization. More in detail, 
the surveyed lenders consider that data augmentation remains a top priority for credit risk assessment: 77% of lenders consider that 
the high or critical priority to leveraging open banking to access real-time data, while the percentage is about 75% both for leveraging 
new data sources (alternative data) and emerging technologies (AI). 
In this context of greater availability of “alternative” data, the Covid-19 pandemic, increased the overall uncertainty regarding the 
macroeconomic conditions, reinforcing the need for banks expand their traditional datasets to include information updated in real 
time, or gathered from less consolidated sources. Such measures have been necessary to compensate for the loss of sensitivity suffered 
by “traditional” rating instruments during the pandemic. This extreme event impacted the “traditional” information used in credit 
rating systems (EBA, 2020a), as loan moratoria makes it more difficult to assess the evolution of a borrower’s financial position and 
thus its ability to repay, crippling the rating systems’ aptitude to correctly gauge the customers’ riskiness, risk that could materialize 
once the various relief measured were lifted. This context therefore reinforced the need for intermediaries to expand their datasets and 
deepen their analyses of the data they already had, in order to identify, far enough in advance, any “zombie” borrowers, i.e. obligors 
surviving solely thanks to the relief measures and for which the banks needed to determine the most appropriate steps to take in order 
to mitigate credit risks1. 
In light of the above, the modelling of the counterparties’ creditworthiness can therefore take advantage of the usage of alternative 
data in multiple manners.  
The banks use financial transactional data to integrate and refresh company's financial statement. This approach prevents reliance 
solely on outdated financial information, which tends to lose its relevance swiftly during periods of regime change. 

 
1 Moreover, the priorities of the ECB Banking Supervision of 2021 include: “[…] banks’ capacity to identify any deterioration in asset quality at an 
early stage and make timely and adequate provisions accordingly, but also on their capacity to continue taking the necessary actions to appropriately 
manage loan arrears and non-performing loans.”, as reported at www.bankingsupervision.europa.eu. 
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Moreover, by combining bank performance data (i.e., internal, and external performance data) with information released by credit 
bureaus and “new information” has made it possible to raise the degree of the models’ precision, thereby improving their contribution 
to pinpointing opportunities for development, as well as in the measurement of risks. 
The availability of “high frequency” data, accessible in real time or nearly so, enables the construction of models that exhibit greater 
sensitivity than traditional ones to changes in borrower characteristics. This attribute makes them more forward-looking in nature. 
Moreover, incorporation of alternative data can enrich the credit risk models: banks and financial institutions can increase the quality 
of the loans portfolio, in terms of lower probabilities of default, a higher efficiency in credit decisions leading to a reduction of non-
performing loans and default rates. Recent research suggests that AI models can enhance the performance from 10% to 15%, leading 
to a significative decrease in credit losses from 40% to 20%. Additionally, these models can potentially contribute to a reduction of 
about 25% in the exposure towards risky customers (McKinsey, 2021b). Furthermore, advanced models can drive revenue growth by 
enhancing the customer experience (cross-selling), and even lead to higher operating margins by increasing operational efficiency, by 
easily automating or reengineering some processes thanks to the adoption of new platforms based on AI/ML tools. 
The best practice for the optimal use of one’s data in the development of cutting-edge credit risk management models lies in the ability 
to integrate various type of information available on the counterparties evaluated throughout multiple business processes: “structured” 
or “traditional data” meet a set of predetermined rules in terms of types; “semi-structured data”, which contain semantic tags without 
having the typical structure associated with relational databased; lastly, “unstructured data” do not have a predefined model and cannot 
be organized into rows and columns (e.g., images, audio and video recordings, e-mails, spreadsheets). 
When implementing AI models for credit risk management purposes, the primary challenge lies in handling unstructured data, since 
even in today’s digital world most information available is unstructured. Different structuring techniques can be employed in  the 
analysis of unstructured data: they mainly refer to text analysis and Natural Language Processing (NLP). These techniques utilize 
algorithms to extract natural language rules, rendering then the unstructured information comprehensible to computers. 
The most important procedures include, but are not limited to, topic modelling, where tags are created for specific topics using key 
words through, for example, Latent Dirichlet Allocation (LDA) which identifies the key words to extract; part-of-speech-tagging, 
which entails recognizing the type of entity extracted (e.g., an individual, a company, a place), by means of named-entity recognition; 
sentiment analysis, employed to identify the sentiment, opinion, or conviction of a statement, from very negative to neutral to very 
positive. 
A specific domain where these techniques are gaining notable relevance is the one of banks’ transactional data. Transactional data 
have been used in a wide variety of applications in banking analytics since many years, but their use in the past has been limited to 
constructing simple aggregated features of structured information, such as calculating the average spending over recent months or 
determining the total income for the past year, etc. This approach has clear limitations in fully harnessing the potential value of 
transactional data. This is particularly relevant in the case of unexpected events, where the classical approach could fail to rapidly 
capture changes in individuals’ behavior. For example, amid the Covid-19 pandemic transactional data were extremely useful to track 
the crisis, and extract insight over the change in mobility and expenditure across different income classes.  
One of the steps needed to grasp the powerful information content of transactional data is the categorization, which involves the usage 
of Natural Language Processing tools allocating transactions to a commonsense "categories” based on the words found in the text 
elements. For example, once all transactions are gathered in a single repository, after a possible data integration step, those mentioning 
car-related expenses would be all allocated under the “car” category. To this aim the NPL algorithm will look for different words or 
acronyms referencing the concept of a car (in Italian “macchina”, “autovettura”, “assicurazione auto”, “meccanico”, etc). 
A crucial step in the treatment of unstructured data consists in the cleansing of the latter. The main activities in the preparation and 
cleansing of a text include: the removal of special characters; the standardization of text; removal of “stop words” (e.g., articles, 
conjunctions, prepositions, commonly used verbs); removal of non-significant words or numbers; and stemming or lemmatization, 
which reduce an inflected word to its root form (e.g., “go”, “went”, and “going” would be mapped towards their stem “go”). 
As the amount of available data increases and the data become more complex, we must keep in mind that the relationship among the 
different explanatory variables and the target one is not linear. Hence, to effectively capture such increased complexity, the utilization 
of machine learning (ML) techniques becomes critical. 
 

3. New models for credit risk management  

Sometimes there is a sort of “overlap” between Machine Learning (ML) and Artificial Intelligence” (AI). While they are 
interconnected, AI encompasses a broader scope that involves the creation of IT systems aimed at executing tasks without human 
intervention. ML, on the other hand, is a subset of AI, that involves specific techniques allowing systems to learn and improve from 
data without being explicitly programmed. 
AI encompasses various methods beyond ML, including expert systems, natural language processing, computer vision, and robotics, 
among others. These techniques enable AI systems to mimic cognitive functions, learn from experiences, and adapt to new 
information, extending beyond the specific algorithms used in ML. 
Literature analyzed several techniques and tools. An excellent and complete analysis is provided by Breeden (2020), who focused on 
ML methods as the result of a combination of data structure, architecture, estimator, selection, or ensemble process. More in detail, 
among these key components, “architecture” represents the step in which the difference between traditional statistical methods 
(regression approaches, state transition models) and ML (convolutional networks, feed-forward networks, and recurrent neural 
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networks) comes to evidence. Moreover, according to Breeden (2020), ensemble modelling seems to have a relevant added value in 
credit risk, because of the typically limited datasets available, as it can combine the forecasts from different model types as they can 
capture different aspects of the data and they contribute to increase the effectiveness of the model. Ensemble models can be divided 
into homogenous methods, that combine multiple models of the same type, and heterogenous models where the “mix” aggregates any 
type of models. Among the first ones, bootstrapping aggregation (bagging), decision trees and random forests are probably the most 
well-known techniques, as well as boosting, i.e., a process of building subsequent models on the residuals of previous models 
(Breeden, 2020; Schapire, 2003). Nali挃Ā et al. (2020) analyzed the importance of hybridization and ensemble models, increasing the 
performance of ML algorithms. 
Figure 1 contains a graphic representation of the different ways in which the two techniques work. Boosting considers the sequential 
estimation of the multiple decision trees, whereas Bagging, also known as Random Forests, accounts for multiple decision trees in a 
parallel fashion. It is worth mentioning that both ensemble techniques can be generalized for different underlying models. 
 

 

 

Figure 1: Two different model ensemble techniques. Boosting and Bagging 

 
According to Breeden (2020), several applications of ML to credit risk are in use, following different specific purposes and employing 
specific explanatory variables. Notably, in credit scoring, decision trees, neural networks, and nearest neighbors worth a mention. 
More in detail, decision trees are based on an algorithm, whose logic can be interpreted and translated into “if-then” scenario, that 
follows the structure of a tree comprised of a series of nodes and branches. The nodes represent a macro-class of input variables, in 
which each node corresponds to a specific linear test function, which establishes the appropriate partitions of the input variables. The 
branches or, to be more precise, the arches, represent all the properties, or the splitting rules, which determine the path within the tree 
and, finally, the classifications. These properties/rules are defined in relation to the specific values assumed by the attribute identifying 
the parent node. Decision trees are very efficient when working with categorical variables, where the classification is expressed 
through explicit conditions, the algorithm itself determines the significant variables, and the presence of outliers does not excessively 
affect the result (typically the outlier data will be isolated in peripheral nodes). 

Additionally, it's worth noting that random forest is a specific method based on decision trees. 

This technique involves replicating the tree's estimation numerous times (often exceeding 1,000 iterations), utilizing only a single 
subset of the available variables in each iteration. This classification is based on a regression and classification algorithm that creates 
a forest of decision trees constructed out of multiple datasets, extracted through bootstrapping (random sampling that organizes the 
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various nodes and divides them randomly). The more trees there are in the forest, the better the results of the model will be. It is 
important for there to be a low correlation between the models entered: in this way, each decision tree created takes independent 
decisions and thus reduces individual errors, constituting a protective barrier between one tree and another. Certain trees may generate 
distorted results, whereas others will generate correct results, leading the model in the right direction.  

The algorithm named “Nearest neighbors” has the purpose to classify each observation by analyzing the “k” individual closest to it. 
These models learn from past examples (for example past lending experiences) to collect data and info for a “comparable” loan . The 
most challenging point is about the identification of “effective” comparable as the success of these methods is related to the uniformity 
of the distribution of the dataset. If data are scarce or extremely sparse, the reference to past experiences may add value in the quality 
of the analysis, overcoming interpolation or extrapolation. 

Neural networks are often considered the last frontier in AI techniques applied to data modelling. These methodologies are often 
thought of as a “black box” in terms of the association between the input parameters and the output classification. Neural networks 
are based on a model that puts the explanatory variables in communication with the target variables through various layers of latent 
variables, referred to as “hidden layers”, consisting of combinations of transformed input variables. A neural network  is indeed an 
“adaptive” system capable of modifying its own structure (the nodes and interconnections) based on both external data and internal 
information that interconnect and move through the neural network during the learning and reasoning phase. Artificial neural networks 
are non-linear structures of statistical data organized as modelling tools. They receive external signals on a layer of nodes (i.e., the 
processor) and each of these “entry nodes” is connected to various internal nodes in the network which are typically organized into 
several levels so that each individual node can process the signals received, transmitting to the next levels the result of its processing 
(i.e., more sophisticated, detailed information). It is the hidden layers’ task to use the features of the dataset to learn new features. In 
such cases, the network will use the features it has learned in a hidden layer to learn additional new features that are even more 
significant in the next layer, and so on until they are used for classification, regression, or clustering in the output layer. One of the 
most important positive elements of neural networks is that they work extremely well for both classification and regression in 
deterministic problems. 

Furthermore, the classifications that they produce are very robust for noisy data and they are also capable of exploiting relationships 
between features that are difficult to identify using other modelling approaches. A neural network model may be highly accurate, 
reflecting the treatment of non-linear data (Giudici et al., 2023). 

Neural networks are one of the most extensively tested methods for credit scoring, probably because they are flexible as they can be 
combined with other algorithms to manage hybrid ensembles. 

A peculiar type of neural network is the autoencoder, which is developed to generate new data by compressing the input in a latent 
space, reconstructing then the output based on the information gathered. The great advantage brought by this, is that it identified 
observations that would otherwise lead to large estimation errors. In conclusion, tree-based models are extensively employed in the 
treatment of transactional data, often obtaining better performances with respect to their neural networks counterparts whose capability 
increases proportionally with respect to the extent of the underlying dataset. Moreover, tree-based models allow for a more manageable 
training than neural networks, being easier and less time consuming to train. However, it is worth noting that even though tree-based 
models can be deemed more directly interpretable than neural networks, the latter are considered more appropriate in the treatment of 
transactional data given its highly time-dependent nature. 

4. Application of AI tools in credit risk management 

As mentioned, within the lending life cycle, banks are relying increasingly on AI and analytics capabilities to add value in credit 
decisioning, as well as in other areas of their business (McKinsey, 2021a). 
However, the primary challenge lies not only in developing methodologically and technologically sophisticated models but foremost 
in building them so that they produce results that can be more or less easily explained to the various users of the outputs of the credit 
risk management models in the various fields where they are used2. These areas include business strategies business strategies, where 
the models’ output must be explained both to the customers and to the credit managers; the quantification of credit losses on  loans 
within the portfolio; and determining parameters used in computing capital requirements, as banking regulators investigate carefully 
the process followed by banks to compute them3. 
As highlighted in its recent survey, the Institute for International Finance (IIF, 2019) confirmed the fact that one of the main areas of 
application of ML techniques is credit scoring. Specifically, the survey shows that while the use of these models for supervisory 
reporting purposes is somewhat limited by the need to implement simple and easily interpretable models, these limitations apply to a 
lesser extent when the same techniques are used for management purposes. One important aspect that concerns both the “supervisory 

 
2 Institute of International Finance (IIF) Briefing Note (June 2021) - Explainability is a trust issue. Regulators are concerned with levels of complexity 
that offer limited or no insight into how the model works (i.e., so called black boxes). They want to know how models, including AI and ML, reach 
decisions on extending or denying credit, whether FIs have appropriate risk controls in place, and the like. A challenge of using AI/ML models is 
often the lack of transparency, which is imperative to building trust with customers and other stakeholders. Banks have long had to explain their 
decision processes to improve confidence in the robustness of a model. 
3 See CRR 575/2013, paragraph n. 179: “The estimates shall be plausible and intuitive”. 
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reporting” and “management reporting” applications, is the integration of the traditional data used for credit risk management (e.g., 
credit bureaus) with other innovative data, mainly based on transactions and “point-in-time” data and information, that can improve 
models’ accuracy. 
There are many potential applications for ML techniques applied to innovative, high-frequency data.  
First, they may be used in advanced early warning systems (EWS), for a prompt identification of borrowers whose behavior “tends” 
to reflect a potential risk, with respect to a target event which is usually a precursor of a proper default classification (i.e., 30-days 
delinquency, classification to IFRS9 Stage 2). While traditional systems usually require indicators based on expert opinions, ML 
techniques are well suited to handling large quantities of high-frequency data/updates and hence make it possible to generate effective 
and efficient models, with the forward-looking feature needed for EWS. 
Secondly, ML techniques make it possible to capture further in advance a borrower’s likelihood to transition to migrate to another 
stage as per the IFRS staging allocation rules. 
Moreover, the competitive advantage gained from the in-depth analysis of data and high-speed processing and decision making comes 
from the ability to gather core information (e.g., income, consumption, etc.) from non-traditional data sources and to extract patterns 
that are relevant for the purposes of monitoring credit performance over a medium-term horizon, more extended the one normally in 
use in risk monitoring process. 
Different examples of applications suggest that the common underlying idea is the purpose of combining algorithmic intelligence, to 
handle large quantities of data and qualitative information by saving time and costs and increasing effectiveness, with human 
intelligence. This combination aims to optimize credit decisions and making the credit risk management more comprehensive, 
fulfilling both the compliance and operating goals. 
Rhzioual Berrada et al. (2022) produced a brief literature review aiming to find how AI could get benefit to the bank industry in credit 
risk assessment and default prediction. The authors highlight that AI methods in use for commercial banks constitute a large set of 
applications, as the banking industry is one of the more advanced fields using AI and machine learning. According to their analysis, 
feature and data preprocessing are the most important factors to be managed with the purpose to optimize algorithms and quality of 
the results, in terms of accuracy and precision. 
Theuri and Olukuru (2022) provide a literature review regarding the application of AI in banking: they highlight that the bulk of the 
research is focused on credit scoring techniques, especially in consumer credit as its large growth, with particular regard to 
classification and the proper application of algorithms. Credit risk assessment has also been experimented with using ML. For instance, 
Bussmann et al. (2021) applied AI model to peer-to-peer lending platforms, with the purpose to estimate borrowers’ future behaviour. 
Wang et al. (2020) focused the comparative assessment of several classifiers involved in ML techniques for credit scoring.  
Global financial crisis, COVID pandemic, credit crunch, climate and (specifically transition) risks and other major risky conditions 
and scenarios have, more in general, enhanced the attention to credit risk assessment and to predicting default risk. In particular, 
Moscatelli et al. (2020), via the application of ML ratings, highlighted the benefits for a lender, able to offer credit to safer and larger 
borrowers, so that it is possible to observe a decrease in its credit losses. Estimating ML ratings involves using machine learning 
algorithms to analyze historical data and generate credit ratings or scores applied to borrowers. By following different steps, the 
process includes data collection, the selection of most relevant variables and the application of the algorithm to test models. Once the 
models are validated, they are integrated into the lenders’ credit risk management system. This integration enables the assessment of 
new loan applicants or existing borrowers, assigning them credit scores or ratings based on their financial history and other relevant 
data. 
Another portion of research is focused on alternative data sources (Roeder 2021 on public and private companies; Monk et al. 2019), 
to be used in addition to established credit risk indicators for supporting credit risk management. As underlined, these data sources 
contain important signals to identify changes in borrowers’ behaviours and in their financial conditions. An example may be provided 
by the previously mentioned transactional data, that are particularly apt to recognize transaction patterns usually lead to insolvency. 
The literature review presented by Roeder (2021) highlights that, on the one side, as expected, contributions focused on ML algorithms 
normally use more complex models (e.g., random forests or neural networks) to improve the quality and the accuracy of predictions, 
and, on the other, most of the papers suggest that variables related to alternative data provide explanatory value or improve the 
prediction power. There is space, also in other domains, for alternative data sources, for example in the analysis of credit worthiness 
of SMEs, where the datasets of information are normally smaller, especially with regards to market-based metrics. 
According to the diversification in methods, we can highlight several ML and AI applications in the broad area of credit risk in 
banking, into different operational contexts, even if some cautions are required before a large adoption (Breeden 2020). 
In terms of applications, first of all – as mentioned – ML are applied for credit scoring purposes, going ahead of the traditional 
statistical methods (regression analysis, discriminant analysis). Pérez-Martín et al. (2018) highlight that the increase in financial 
operations has led to an increase in the size of datasets: the huge volume of data and information requires new data techniques and 
their simulation experiments – based on home equity loans and both on traditional statistical methods, parametric and non-parametric 
methods and AI tools – suggest that the effectiveness of a method and, in broader terms, the final judgment about its acceptance or 
not is also a consequence of the major purpose of the analysis (the minimization of the mean square error, the best computational 
efficiency, the best response time, etc.). 
Modeling corporate defaults and bankruptcies is a similar problem, even if a lower amount of data and less standardized inputs. 
Barboza et al. (2017) tested ML models to bankruptcy prediction and concluded that in terms of accuracy ratios these methods are 
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better than the traditional models and, more recently, new studies applied similar techniques also to general default events, not only 
to bankruptcy. Nevertheless, ML models are not perfect, because the risk of misclassification, the more computational process time 
required and also the fact that extensive datasets are not common. Moreover, the author points out that additional research is needed 
with regards the use of macroeconomic variables as explanatory variables in ML models, by combining these external data with firm-
specific data and information. 
Van Thiel and van Raaij (2019) tested experiments about AI credit risk models for probability of default in consumer lending: their 
findings put in evidence as AI techniques performed better than traditional models. Default prediction improves in accuracy if lenders 
can access to effective and/or estimated income, spending data and create relations between economic/financial data and social media 
data. 
 
4.1 The integration between traditional and AI models 

The increase in the availability of data, new and sophisticated analytical techniques, and customers’ rising expectations of a complete 
digital experience are key factors, that are increasingly crucial to market success of nowadays financial firms. The models adopted by 
banks to estimate the probability of default of their counterparties are also evolving to make most of these opportunities, by exploiting 
internal and proprietary data sources to the bank not yet used, new data sources including those outside the bank, and new ML 
algorithms. 
As mentioned, innovative data, such as current account transaction or data extracted from social networks, are increasingly included 
in Credit Risk models through one or more specific ML modules operating along with “traditional” modules which generally cover 
established information areas (e.g., socio-demographic, financial, banking behavior, qualitative assessment). Such integration of 
traditional modules with ML modules led to the development of high-performance models capable of rapidly capturing phenomena 
and signals that traditional models find more difficult to intercept. Crosato et al. (2021), for instance, analyzed the use of online 
indicators from firms’ websites to predict firms’ default and borrowers’ creditworthiness in the banking sector. 
Some brief experiences, in which the traditional module has been integrated by an ML module employing alternative techniques and 
data, worth a mention. 
The first example consists in the implementation of a transactional module capable of discriminating the riskiness of companies by 
looking at trends in the payment of salaries, correctly penalizing the score of those companies having irregular salary payments, 
whereas positively score those companies having seasonal business activities – e.g. agricultural enterprises - hence seasonal salary 
payments. Another practical case concerns the identification of counterparty risk during the Covid-19 crisis, in which the transactional 
score proved to be extremely reactive in identifying changes in the riskiness of borrowers: in a real-life case the transactional score 
remained stable during 2019, rapidly grew after February 2020, when the social restrictions were introduced and began falling after 
June 2020 when the restrictions were eased. A further practical application for a transactional module could be the implementation of 
an early warning system due to the long prediction horizon of transactional information, capable also of detecting signs of credit 
quality deterioration that had not occurred before. Another practical case involves employing a random forest algorithm to detect 
default within 12 months of loan origination. Such methodology yields more predictive results compared to the traditional logit model, 
despite possible problems in terms of interpretability of the results. 
As already mentioned, stand-alone AI models may be used to supplement more traditional modelling techniques. Han et al. (2013) 
provided an example of this integration, in the case of employing traditional models to select the relevant drivers, which may then be 
reprocessed and combined in the final model using advanced algorithms. In this way, the traditional models are the first “filter” that 
excludes variables that are highly correlated or not meaningful from a statistics or credit perspective, whereas alternative methods are 
used to develop the model. Another way of using two techniques jointly could be the creation of a function integrating the output of 
a traditional model with the output of one or more ML models. With this approach, it is assumed that various algorithms can more 
accurately model the different aspects or sub-areas of the phenomenon in question and that their interaction might bring out the “best” 
of the various approaches. 
A third possibility consists of integrating traditional and innovative models with an expert, rather than statistical, approach. For 
example, this could happen using a notching matrix, adjustments or overrides of the outputs of the traditional model, particular in 
those sub-areas where the predictive power is weakest. At the same time, there may be instances in which traditional models and 
alternative models lead to convergent predictions and other instances in which the predictions are divergent or inconclusive, enabling 
the analyst to focus the expert valuation on the later. 
Moreover, AI models can be used to correct prediction errors committed with traditional models. 
Integrating traditional models with alternative AI-based methodologies in one of the ways described above may offer a series of 
advantages over using a stand-alone AI model. First, this choice may be a gradual transition towards adopting more advanced 
methodologies, combining modelling techniques that are now consolidated in market practice with more innovative solutions, thereby 
preserving the interpretability of the model’s outputs, especially for internal users of rating models like loan managers and  credit 
analysts. The integration approach might also be the easiest solution in the medium term for banks that use internal models not only 
for management reporting purposes but also for supervisory reporting since, in this case, the models must be formally approved by 
the regulator. To this end, combining traditional models with AI models can guarantee more comparable results or make it possible 
to quantify and compare the extra performance of the AI modules with the model’s overall discriminative capacity. Similarly, this 
approach leaves a certain degree of flexibility in its design, in that it does not preclude the possibility of “dismantling” the AI 
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component to apply, if necessary for the individual use cases, only traditional models. However, the decision to integrate these types 
of models may give rise to unknown variables. Certainly, this choice implies the need to estimate several models (both traditional and 
alternative) and entails the identification of the most appropriate integration methodologies, requiring inevitable extra efforts for risk 
management units, not to mention the potential complexities of the deployment phase when they are taken from the test environment 
and implemented in the bank’s legacy systems.  
Finally, the decision to apply an integration approach may, in certain cases, reflect a compromise that, for extremely non-linear 
phenomena that need to be modelled, could lead to a dull performance compared to a purely AI-based model. 
 
4.2 Use of AI models for the validation of traditional models 

Going beyond the integration, another relevant point concerns the use of AI models for validation and benchmarking of traditional 
models. 
The banking regulation on one hand, and the supervisory practice on the other one, concur to set quite high standards to the validation 
practice banks have to adopt, especially for the most sensitive models, i.e. those used for computing capital charges or for setting the 
loan loss provisions. In these cases, validation teams must challenge internal models before they are put in production and afterwards, 
along their entire life cycle.  
Such a regime calls for continuous advancement of the validation practice even making use of ML techniques to develop challenger 
models capable to single out the weaknesses of the more traditional ones.  
In this regard examples exist of cases where ML models have been used to validate IRB models, i.e. models used for capital 
computation purposes, once authorized by the competent banking supervisory authority (Aifirm, 2022; Locatelli, Pepe, Salis (eds.) 
2022). A first example pertains to the usage of ML techniques to identify any relevant bias in the ranking yielded by a corporate rating 
model. More in detail, the analysis was conducted by comparing the estimates resulting from the concerned model, based on traditional 
statistical methods (i.e. logistic regression), and those produced by ML approaches (decision trees, random forests, neural networks), 
leaving unchanged both the training set data (including the time horizon) and the explanatory variables. The results were assessed 
using established materiality thresholds of divergence and no significant differences arose, suggesting a negligible model risk. 
A second example refers to a retail rating model, again developed using the traditional logistic approach. To this aim the validation 
team developed an alternative ML model, combining modules developed with traditional statistical techniques with other realized 
using ML techniques. In the latter case specific methodologies were employed to select and handle the explanatory variables, 
consistently with the ML techniques. It emerged a challenger rating model whose performances have been compared to those of the 
main model in-sample and out-of-sample/out-of-time. The comparison showed the accuracy of the alternative model, which was 
submitted to the regulatory validation in lieu of the original one. 
ML models are also used for validating models used for management reporting purposes; even in this case different case studies can 
be briefly summarized. For example, the application of scoring models developed with ML techniques to challenge expert credit 
scoring and, more in detail, to measure the customer’s riskiness over a short-term horizon (e.g., six months). The model was developed 
to provide a risk assessment of borrowers during Covid-19 period and is distinctly point-in-time. This entailed the use of a long list of 
variables fed by multiple sources, such as financial statements, transactional data, credit bureau data, industry data, etc. The model 
was employed to challenge the specific assessments provided by the bank’s credit managers, assessing the borrowers' resilience after 
the impact of the pandemic.  
Another example concerns the development of a ML model used to challenge the PD retail rating model used for computing the loan 
loss provisions according to the IFRS9 accounting principle. To this aim an artificial neural network model (of the deep learning 
variety) was developed to challenge the in-production rating model, estimated using a logistic regression. Despite utilizing the same 
set of variables for training both models, the neural network required a pre-processing phase to normalize the categorical variables. 
The time horizon on which the two models have been trained was different, as in the case of the challenger model more recent data 
have been used. Therefore, the two models have been put in production to assess the concerned portfolio at the same date. For the 
purposes of the comparison, standard performance indicators (Cap Curve and Accuracy Ratio, Roc Curve and AUROC (AUC), 
Confusion matrix) have been used. It emerged that the in-production model shows performances just below those of the challenger 
model.  
The negligible difference between the performance of the two models confirmed that the in-production model’s got good predictive 
power and accuracy and, therefore, was suitable to be used to compute the expected credit losses in accordance with IFRS 9. 
AI techniques used for validation, testing and benchmarking purposes have now become general operating practice to the same degree 
as ordinary validation techniques with respect to managerial models and boast excellent performance even though they are still 
continuously evolving. They are, however, less frequently used for models aimed for computing capital charges due to the greater 
regulatory constraints, although in recent years the regulator has incentivized their use to make the validation practices more 
challenging. 
 

5. Evolution and new challenges in AI models 

5.1 The financial services regulatory framework: some open questions  

The regulatory landscape for credit risk and decisioning is becoming increasingly more complex. There are a huge set of laws and 
regulations that financial institutions are required to respect. First, we refer to specific bank regulation, for example Capital adequacy 
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requirements (since Basel II), but also credit provisioning and accounting (IFRS 9 and 17). Second, privacy rules (GDPR) and anti-
discrimination acts are relevant (e.g. EU Artificial Intelligence Act and Consumer Credit Protection Act). 
As highlighted previously, over the past decade, the use of alternative models and data have disrupted the existing credit risk processes 
within banks and lending institutions. Despite the evident benefits and enhancements, these advancements also bring forth several 
challenges, introducing new risks and potential drawbacks. As a consequence, there is an increasing scrutiny around these tools, 
leading to increased attention and monitoring from regulators. The framework is not homogeneous: regulatory requirements is largely 
still under development. 
In November 2021, the European Banking Authority (EBA) released a discussion paper with the purpose to understand the challenges 
and opportunities coming from machine learning (ML) tools to be applied in the context of internal ratings-based (IRB) models to 
calculate regulatory capital for credit risk. 
EBA recognizes that ML models are more complex than traditional modeling techniques such as regression analysis or simple decision 
trees, and often they lack in transparency, but they can count on large data availability and increased storing capacity. It’s worthy to 
mention that some issues, such as data usage and explainability, are not entirely novel in managing IRB models, but advanced 
techniques may lead to new challenges or even to some “black box” models that may create difficulties in interpreting the results and 
in the understanding by the management functions (EBA, 2021). For these reasons, EBA provided a set of recommendations to favour 
an appropriate use of ML/AI techniques, the coexistence with other models and to contribute to improve the harmonization of rules 
about capital requirements across Europe. 
According to the IIF 2019 report, ML finds its most common application in credit risk within the realms of credit decisions/pricing. 
However, its use in IRB models is more restricted, primarily serving as a complement to standard models. For example, ML techniques 
can provide “model validation”, data quality analysis, selection and construction of explanatory variables. At the same time,  it is 
worthy to highlight the trade-off between predictive power and interpretability. This trade-off also explain why the adoption of ML 
tools for managerial decisions in credit risk management is more straightforward vis à vis their application in areas subject to the 
regulatory scrutiny. This is due to the strict regime supervisors have imposed on these models, emphasizing the need for both predictive 
accuracy and comprehensibility. 
EBA also recognizes that the use of ML techniques within the IRB framework might add value, if some recommendations about 
adequate monitoring, validation and explainability are ensured. First of all, all the stakeholders involved should have an appropriate 
level of knowledge of the model’s functioning; financial institutions have to avoid unnecessary complexity in the modelling approach. 
Furthermore, the model has to be correctly interpreted and understood, especially in the case a human judgement is required, and 
regular updates need to be analyzed and justified, even though the framework for credit risk is typically stable. 
A specific issue is posed with regard to “representativeness” and “data quality” issues, because of the direct relationship between 
models’ performances amount and quality/representativeness of the training data. According to EBA’s guidelines, financial 
institutions, must ensure sufficient data quality, especially in the case external and/or unstructured data are included in the models, 
with the purpose to guarantee accuracy, completeness and appropriateness of the data. 
The European Banking Federation (EBF) on September 2021 released a position paper on the EC proposal for a regulation laying 
down harmonized rules on artificial intelligence (AI Act). 
Among other comments, EBF poses special attention on the importance of insuring consistency in supervisory expectations and 
practices among different national competent authorities. A “level playing field” must be ensured: in the case the same AI application 
is used by different entities thar are supervised by different Authorities using misaligned approaches, this principle would be broken. 
“Same activity, same risks, same rules” principle must be guaranteed. 
 
5.2 Explainability and interpretability of AI algorithms  

Machine learning and AI present some unique challenges to application in credit risk and the growth in terms of “quality” of the 
methodologies and innovative applications has very been very significant in recent years. 
The use of AI models generally produces performance results expressed, for example, in terms of accuracy, that tend to surpass those 
observed for classic models based on parametric estimates (e.g., logit/probit).  
However, the accuracy can also cause greater methodological complexity, which asks higher attention on the interpretability and 
usability of AI models by the various stakeholders. This concern can be relevant both for “management” purposes, such as employing 
the model to support decision-making, and for supervisory reporting. Interpretability, in the context of decision-making processes 
highlights an important connection with the concept of robustness or stability, the ability of retaining good predictions also in case of 
unexpected situations. 
Interpretability and stability are generally deemed crucial features associated with a model in the context of its use in decision-making 
processes, because while interpretability relates to the use of models in predictable conditions, stability provides information on how 
the model will behave in unexpected situations.  
Accuracy and quality data are also crucial, but not sufficient. The guidelines established in the Fair Credit Reporting Act, concerning 
consumer protection and his privacy and security set that lenders cannot discriminate against protected classes and that consumers 
receive explanations in the case of denial of credit. So, the question is about the ability of ML techniques to avoid these discriminations, 
and other similar concerns in model risk management must be solved before a large adoption of these techniques (Breeden 2020). 
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This specific issue can be also linked to the “explainability”: the result of the credit worthiness’ analysis has to be understandable by 
the consumer, so that in the future he can make improvements in his financial situation to be “eligible” in the case of a future credit 
application. 
One of the main objectives set forth in the regulatory framework on AI proposed on 21 April 2021 by the European Commission 
focuses on resolving and lessening problems related to the governance of risks deriving from AI applications. The proposal aimed to 
implement the development of an ecosystem of trust by proposing a legal framework for trustworthy AI, to increase confidence in AI-
based solutions that can improve human well-being (European Commission 2021). As the presence of a number of risks, a series of 
indicators could be required to comply with specific trustworthy principles like accuracy, robustness, fairness, efficiency and 
explainability and making AI more trustworthy and, more in detail, precise, stable inclusive, efficient, and explainable (European 
Commission, 2021; Locatelli et al., 2022). 
Based on the new requirements highlighted in the European Commission’s proposed regulatory framework on AI, current and future 
research will focus increasingly on the operating effectiveness of key principles for trustworthy. 
Among others, a special focus on explainability or interpretability deserves a mention. As remarked by Hamon et al. (2020), AI is 
becoming a key technology in automated decision-making systems based on personal data, with a potential and significant impact on 
the fundamental rights of individuals. In this context, the General Data Protection Regulation (GDPR), in force since 2018, has 
introduced a set of rights that relate to the explainability of AI and the right of any individual to ask for an explanation of the decisions 
taken on her application. 
As already mentioned, the use of AI models generally yields more accurate performance outcomes compared to traditional statistical 
models reliant on parametric estimates, such as logit/probit models. 
In 2018, the European Commission published a document containing ethics guidelines for AI, prepared by a group of AI experts 
(European Commission, 2018). In this document, the European Commission described the explainability and interpretability of AI 
algorithms as fundamental requirements for trustworthy AI.  
In June 2023, European Parliament adopted the final text and amendments on the proposal for harmonized rules on artificial 
intelligence (so called “Artificial Intelligence Act”). According to the final text, AI systems used to evaluate the credit score or 
creditworthiness of individual are required to be classified as “high-risk AI systems”, because the impact of these decisions on his/her 
financial resources, spending decisions and access to essential services (European Parliament, 2023). The proposal also highlights the 
importance of the risk of discrimination as a possible but unintentional “output” of the AI systems towards vulnerable individuals or 
groups. 
More developments in research and practice are expected to tackle this risk, as the disparate impact can also be a subtle phenomenon, 
both in avoiding and in detecting it (Skanderson, 2021). The consequences of the applications of AI tools in the financial industry are 
still largely unknown and difficult to foresee. The progress in European regulation aiming to establish a uniform legal framework ant 
to regulate AI systems in accordance with the values and fundamental rights of the European Union is a crucial point (Visco, 2023). 
Also, the European Central Bank (ECB) has demonstrated a clear awareness of the usefulness of AI approaches in credit risk 
management and it encouraged banks to use all the available data – especially unstructured data – to appreciate borrowers’ 
creditworthiness, also by including forward-looking elements and instant data in these analyses. This development is a required course 
of action for credit risk analysis but, at the same time, an open challenge for the next future is about the way by which the AI-based 
models that use unstructured data will replace traditional approaches and information or if they will supplement them, making them 
more predictive and responsive to context changes. 
Since, most likely, the solution will vary depending on the purpose of the credit analyses, one clue might be the role that instant 
economics analyses are filling with respect to economic predictions. In this regard, a perception is emerging that while the approaches 
based on high-frequency data are extremely useful in rapidly capturing turnarounds in the economic cycle, they meet with more 
difficulties when they are used to precisely quantify the level of activity. In this field, traditional techniques maintain a competitive 
edge because of the higher quality of official statistics. 
Similarly, it is plausible that traditional models are likely to maintain a place in credit risk analysis, as AI-based models progressively 
support them in fields where they are superior in connection with the type of information to be processed and the speed with which 
they make use of this information. A key element to bear in mind in this structural credit risk modelling change relates to all cases in 
which AI techniques are applied to aspects impacting human life. Preserving ethics and ensuring transparency remains a pivotal 
consideration across all AI applications. 
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