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associated with this work. 

Abstract  

The purpose of this article is to suggest a primer for culture risk, aimed at outlining actionable and practical approaches 

distinguishing between ‘risk culture’ and ‘culture risk’. The topic, originally addressed by the Financial Stability Board (FSB, 2014), 

has recently garnered renewed interest due to the Draft Guide on Governance and Risk Culture disseminated by the European Central 

Bank (ECB, 2024), setting out supervisory expectations, informed by the Capital Requirements Directive (CRD), European Banking 

Authority (EBA) guidelines, and international standards. Although the subject may be perceived as abstract, nevertheless it holds 

significant concrete relevance, despite the inherent challenges of measuring it. Therefore, the purpose is to move beyond the abstract 

boundaries of principled statements, striving instead to establish a framework that forms the logical foundation for properly managing 

the culture risk, which could aptly be described as the ‘mother of all risks’. The stated insights may serve as a roadmap for risk 

managers who are tasked with addressing a significant and, in many respects, fundamental challenge. The remainder of this article, 

which is a theoretical paper based on conceptual analysis, is structured as follows: the first section explores definitions of risk culture 

and culture risk; the second outlines potential roles of corporate functions in mitigating culture risk. The third section examines the 

implications for the Risk Appetite Framework. The final section draws preliminary conclusions and sets the stage for future challenges. 

Keywords: chief risk officer; corporate governance; corporate culture; tone-from-the-top; groupthink; effective communication; 

incentives; accountability; business ethics.  

JEL codes: G21; G23; G28; G41; M14. 

 

1. Introduction 

Financial institutions have long been tasked with managing risks intrinsic to their role in the financial markets. Risk management, 

therefore, represents a core component of financial intermediation (Allen and Santomero, 1997). As financial markets grow 

increasingly complex, the demands placed on risk management continue to expand, necessitating ever more sophisticated 

methodologies and techniques. As a result, risk management is characterized by high technical intensity, requiring the Chief Risk 

Officer (CRO) to possess a deep understanding of quantitative methods, data analytics, and other technical domains often rooted in 

the hard sciences. The CRO’s role has become pivotal in not only monitoring existing risks but also anticipating and mitigating 

emerging threats. This strategic position demands a blend of technical proficiency, forward-thinking leadership, and the ability to 

collaborate across all levels of the organization to ensure the institution’s resilience and compliance with evolving regulatory 

standards.  

One of the primary implications of this evolution lies in the necessity of integrating the culture of control with a robust culture of 

risk. While it is widely recognized that risks and controls represent two sides of the same coin (Cocozza, 2024), emphasizing the 

‘culture of control’ focuses on remedial interventions (addressing risks after they have materialized), while emphasizing the ‘culture 

of risk’ underscores the importance and prominence of preventative activities (mitigating risks before they arise). It goes without 

saying that both are essential; however, the latter may prove to be more effective and cost-efficient. 

Therefore, technical expertise alone is no longer sufficient for risk managers in contemporary financial institutions. Their frequent 

involvement in strategic decision-making forums necessitates the development of additional competencies, including strong 

communication skills, the ability to influence stakeholders, and a nuanced understanding of organizational dynamics. These 

capabilities enable risk managers to effectively contribute to broader strategic discussions while ensuring that risk considerations are 

integrated into decision-making processes, with the ultimate scope of good governance, fundamental for the stability and safety of 

financial institutions, aligning with the overarching goals of Supervisors.  

The Draft Guide on Governance and Risk Culture disseminated in July 2024 by the European Central Bank (ECB, 2024) 

emphasizes that shortcomings in risk culture can serve as early warnings for financial instability, making sound governance essential 

for strategic resilience and sustainable business operations. Looking ahead, the role of Risk Management appears to be taking on a 

central position within corporate dynamics. No longer viewed as a cost centre, it is emerging as a critical element in the value creation 

chain. Effective risk control necessitates a dual focus on both returns and risks by business line leaders, as well as the full engagement 

of senior management. In this perspective the culture risk, a topic fundamental to financial institutions (FIs) management, forces senior 

mailto:rosa.cocozza@unina.it
https://www.aifirm.it/commissioni-2/commissioni-attive/formulazione-dei-commenti-di-aifirm-alla-consultazione-pubblica-di-bce-guide-on-governance-and-risk-culture-deadline-16-ottobre-2024/
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leadership to set the tone for the organizational culture and possesses tangible and effective tools to do so, including incentive plans, 

capital allocation decisions, investments in control structures and resources, and the role assigned to the CRO and other control 

functions. Additionally, leadership must adopt a proactive and ‘intrusive’ approach to the decisions made by units responsible for 

assuming risk. 

Within this framework, clearly defining what constitutes ‘risk culture’ distinguishing it from ‘culture risk’, determining the 

functional corporate actors of primary importance, outlining their potential roles and duties, and conceptualizing metrics for measuring 

culture risk remain topics that are, to some extent, yet to be fully explored. The concept of risk culture originates from an initial 

intervention by the Financial Stability Board (FSB, 2014), following the early regulatory initiatives on the Risk Appetite Framework 

(RAF). The main objective of the FSB (2014) was the development of a comprehensive framework for understanding and assessing 

risk culture within Fis. The document outlined the foundational elements of a sound risk culture, highlighting seminal themes that 

were subsequently revisited by various stakeholders. (BCBS, 2015; EBA, 2021; EBA 2025), particularly concerning the corporate 

governance of banks (1). Moreover, consistent risk culture accounts for Environmental, Social and Governance (ESG) risks 

implemented within the institution in accordance with EBA (2021). As this subject evolved, attention has progressively shifted to the 

governance at the upper echelons of organizations, the role of management body, and the significance of the RAF. In this context, 

both the role of corporate functions and the specification of a comprehensive set of culture risk indicators remain underexamined. The 

latter represents a main challenge. 

The purpose of this paper, a theoretical paper based on conceptual analysis, is to address these questions, with the aim of bridging 

the gap between fundamental principles and the effective implementation of the intended objectives. The article is structured as 

follows: after defining the concepts of risk culture and culture risk through a deductive logical process (Section 2) and the addressing 

of relevant drivers (Section 3), the focus shifts to the roles that can be attributed to corporate functions and their potential 

responsibilities (Section 4), culminating in the identification of criteria useful for developing and maintaining culture risk indicators. 

(Section 5) The last section (Section 6) draws preliminary conclusions on the topic, while acknowledging that the subject is still under 

investigation, as it is significantly influenced, among other factors, by varying cultural perspectives that may emerge across different 

contexts. 

 

2. Culture risk: a weighty challenge. 

Culture, in its broadest sense, encompasses the collective values, beliefs, norms, and practices shared by a group of people. It 

serves as a framework that shapes behaviour, decision-making, and interactions within a social system. Culture is transmitted across 

generations through socialization and institutionalized practices, evolving over time as it adapts to environmental, historical, and 

societal changes. Anthropologically, culture is both material and symbolic, influencing tangible expressions (artifacts, systems) and 

intangible aspects (ideologies, shared meanings). It provides a cohesive identity to groups, guiding behaviour and ensuring continuity 

amidst diversity. 

Accordingly, corporate culture refers to the specific set of shared values, norms, and practices that characterize an organization. It 

is both a product of and a contributor to the organization’s identity, shaping how members interact internally and externally. Corporate 

culture influences decision-making, communication, and the prioritization of goals, aligning individual behaviours with organizational 

objectives. It arises from leadership philosophies, operational strategies, and the historical and social contexts within which the 

organization operates. 

The key dimensions of corporate culture include values and norms, behavioural expectations, leadership and management styles 

as well as symbols and rituals (Figure 1) 

 

Figure 1: Dimensions of Corporate Culture 

Corporate culture plays a critical role in organizational performance, influencing innovation, employee engagement, adaptability 

to change, and ethical behaviour. Strong corporate cultures foster alignment between organizational goals and individual motivation, 

while fragmented cultures may lead to conflicts and inefficiencies. In summary, as in the popular quote apocryphally credited to 

management consultant Peter Drucker, ‘culture eats strategy for breakfast’, emphasising that a powerful and empowering culture is a 

sure route to success.  

Risk culture can be regarded as a subset of the corporate culture. It specifically pertains to the norms, attitudes, and behaviours 

related to risk awareness, assessment, and management within an organization. It encompasses how risks are perceived, 

 
1 For further insights on the published works on the subject, the following are recommended: Bockius et al. (2024); Carretta et al. 

(2024); Kunz and Heitz (2021). 

Values and Norms

• the foundational principles guiding actions and decisions

Behavioural Expectations

•unwritten rules and standards for conduct within the
organization

Leadership and Management Styles

• the tone set by leaders that shapes the organizational
ethos

Symbols and Rituals

•practices and artifacts that reinforce a shared sense of 
purpose and identity

Corporate Culture
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communicated, and addressed across all levels, influencing the organization’s capacity to identify, mitigate, and respond to 

uncertainties. 

Characteristics of risk culture include risk awareness, behavioural norms, communication practices, as well as accountability and 

incentives (Figure 2). 

 

Figure 2: Characteristics of Risk Culture 

Given that banking activities, and financial intermediation more broadly, are inherently centred on risk – which, together with the 

financial resources collected, constitutes the core input of such activities – the presence of a robust risk culture is not merely desirable; 

it is a critical element actively pursued by supervisory authorities in their mission to ensure the ongoing safety and stability of banks. 

This necessity becomes even more pronounced in the current environment, where intermediaries face economic, competitive, and 

geopolitical challenges while simultaneously managing risks associated with climate change, environmental sustainability, and 

technological advancements. In fact, according to BCBS (2015, 2), recalling FSB (2014), risk culture is defined as «a bank’s norms, 

attitudes and behaviours related to risk awareness, risk-taking and risk management, and controls that shape decisions on risks. Risk 

culture influences the decisions of management and employees during the day-to-day activities and has an impact on the risks they 

assume».  

A strong risk culture aligns risk-taking behaviours with organizational objectives and regulatory expectations, fostering prudent 

decision-making and resilience. Conversely, a weak risk culture may result in misaligned incentives, insufficient risk controls, and an 

increased likelihood of operational or strategic failures. Leadership commitment, transparency, and continuous education are pivotal 

in embedding an effective risk culture within the broader corporate culture. Risk culture encompasses the collective mindset, norms, 

and behaviours that influence how risk is perceived, assessed, and managed within an organization. A strong risk culture aligns risk-

taking conducts with organizational goals and regulatory expectations, fostering ethical decision-making and resilience. 

Culture risk emerges when there is a divergence between the stated values of an organization and the actual practices and 

behaviours of its employees. This misalignment can lead to ethical lapses, operational inefficiencies, and reputational damage, 

ultimately compromising the institution’s stability. Coherently culture risk may be referred to the potential adverse outcomes that arise 

from misalignments between an organization’s stated values, norms, and principles and the actual behaviours, attitudes, and practices 

exhibited by its members. It encompasses risks stemming from deficiencies in fostering a cohesive and ethical culture that supports 

the organization’s strategic objectives, regulatory compliance, and long-term sustainability. 

Culture risk in financial institutions (FIs) can manifest in various forms, including ethical misconduct, operational inefficiencies, 

resistance to change as well as inadequate risk awareness, i.e. insufficient integration of risk management principles within the 

organizational culture, leading to poor decision-making or excessive risk-taking (Figure 3). 

 

Figure 3: Culture Risk Instances 

Supervisory authorities increasingly emphasize the management of culture risk as a fundamental component of FIs organizational 

governance, recognizing its critical role in mitigating broader operational, financial, and reputational risks. 

Addressing culture risk requires ongoing leadership commitment, clear communication of values, and mechanisms for monitoring and 

reinforcing desired behaviours throughout the organization (Figure 4). In this respect, three fundamental pillars of culture risk 

management emerge as the foundation of the mechanism illustrated in Figure 4. 

These pillars are:  

Risk Awareness

• the degree to which employees and decision-makers
recognize and understand risks

Behavioural Norms

•practices and attitudes toward risk-taking, caution, and
accountability

Communication Practices

•mechanisms for reporting, discussing, and escalating
risk-related concerns

Accountability and Incentives

•structures ensuring that individuals and teams are
responsible for their roles in risk management

Risk Culture

Ethical Misconduct

• failures in promoting integrity and adherence to ethical
standards, potentially leading to reputational damage,
legal violations, or regulatory penalties

Operational Inefficiencies

• lack of alignment between cultural norms and operational
practices, resulting in inconsistencies, inefficiencies, and
errors

Resistance to Change

• inflexibility or inertia in cultural attitudes that hinder
adaptability to evolving market conditions, technologies,
or regulatory requirements

Inadequate Risk Awareness

• insufficient integration of risk management principles
within the organizational culture, leading to poor
decision-making or excessive risk-taking

Culture Risk 
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• the leadership role, which must demonstrate profound risk awareness and a corresponding strong commitment, by 

communicating expectations clearly and consistently to reinforce a risk-aware culture; 

• the effective communication throughout all levels of the organization, both top-down and bottom-up;  

• the critical role of the organizational function, in addition to the corporate control functions. 

Regarding the first pillar, the primary actors involved are the board of directors, board-level committees, and, where applicable, 

delegated executives. For the second pillar, it is essential to implement not only active speaking but also active listening (Cocozza, 

2025). Finally, the third pillar requires the ‘full maturity’ of the organizational function, which serves as the primary safeguard of 

accountability, in conjunction with the human resources function (HR) for both incentives and induction and training programs. 

 

 

Figure 4: Foundational elements for addressing culture risk. 

 

Therefore, the palindrome ‘risk culture & culture risk’ is not an elegant pun.  

Risk culture refers to the shared values, attitudes, and practices regarding risk awareness and management within an institution. 

Culture risk, on the other hand, arises from misalignments between an organization’s stated values and the behaviours exhibited by 

its employees. The lack of a robust risk culture gives rise to culture risk, which can prove to be detrimental or even fatal to bank’s 

stability and sustainability. 

 

3. Culture risk – and value – drivers. 

The aforementioned lack of a robust risk culture becomes a risk factor that impacts corporate performance in complex and 

multifaceted ways, many of which are not easily quantifiable in terms of their effect. Hence, promoting a robust risk culture serves as 

a comprehensive preventive measure against culture risk and, as such, it constitutes a fundamental component of the culture risk 

management process. 

Central to this preventive framework is the concept of the ‘tone from the top’, which encompasses the ethical climate, cultural 

values, and behavioural standards set by an organization’s senior leadership. The latter includes the board of directors, executive team, 

and other high-ranking officials. The tone from the top reflects the attitudes, decisions, and actions of senior leaders, demonstrating 

their unwavering commitment to organizational values, effective governance, and sound risk management practices. 

Consistently, according to foundational elements reported in Figure 4, three warning signs can be immediately identified: the lack 

of independence, signalling insufficient commitment from leadership; the absence of adequate whistleblowing mechanisms, indicative 

of ineffective communication; and weak accountability, reflecting deficiencies within the organizational lines. 

Indeed, these main red flags can be immediately identified for risk culture shortcomings. By addressing these issues, institutions 

can build resilient frameworks capable of adapting to evolving risks. 

According to the ECB (2024, 12), as reported in Figure 5, risk culture components include, apart from the already mentioned ‘tone 

from the top’, effective communication challenge and diversity, incentives and accountability for risks. Root causes of culture risk 

and are identified as «cultural drivers».  

leadership 
commitment

monitoring and 
reinforcing 

desired behaviors 
throughout the 
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Figure 5: Map of risk culture components, connecting governance, culture and behaviour. Source: ECB (2024, 12). 

As can be inferred from Figure 5, the ECB approach sets two main risk drivers for culture risk: ‘governance’ and ‘culture and 

behaviour’. Consistently, the ECB (2024, 15) lists ‘governance red flags’ and ‘behavioural and cultural red flags’. The occurrence of 

listed red flags, qualified «non-exhaustive», gives evidence of an inadequate risk culture and raises culture risk, as shown in Figure 6 

and detailed in Figure 7.  

 

Figure 6: Culture risk drivers. 

The distinction between governance and behavioural and cultural risk drivers allows for further consideration on the individual 

cultural profiles of specific FIs. Smaller entities may be more susceptible to culture risk due to the traits of their governance structures 

and the impact of cultural and behavioural stratifications. Consequently, an inversion of the principle of proportionality may arise, 

suggesting heightened attention and caution, particularly in Less Significant Institutions (LSI). Therefore, it should in no way be 

construed as a plea for mitigating judgment. As a matter of fact, given the heightened complexity of implementing dedicated 

dashboards, LSIs must maintain a robust adoption process that is stringent yet free from undue bureaucratic encumbrances. Similarly, 

the adoption of a specific business model or a particular operational focus may serve as additional elements of individual profiling in 

relation to both control points and organizational structures. Similarly specific localization of activities, the prominence of cross-

border operations, and the predominance of credit transactions characterized by peculiar contours can serve as significant factors in 

the customization of cultural risk profiles. 

Governance 
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Behavioural 
and cultural 

red flags

Inadequate 
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The proper conceptual framing of culture risk permits its classification within the category of governance risks, as defined by the 

EBA (2025). Culture risk can be conceptually situated within the broader category of governance risks – i.e., the ‘G’ component of 

ESG. The EBA explicitly define governance risks as encompassing deficiencies in executive leadership, ethical standards, and 

management practices, all of which can generate material financial risks that institutions are required to assess and manage. Although 

the term ‘culture risk’ is not explicitly employed, its conceptual features are clearly embedded within the EBA’s treatment of 

governance: inadequate internal controls, insufficient board oversight, and failures in leadership behaviour are all identified as sources 

of governance-related vulnerabilities. The EBA further call for institutions to integrate ESG considerations into their standard risk 

management frameworks, emphasizing the role of ESG risks as potential amplifiers of traditional financial risk categories such as 

reputational, operational, and business model risks. In this context, the promotion of a sound risk culture – defined by effective 

communication, shared risk awareness, and clear accountability across all organizational levels – is deemed essential. In sum, the 

EBA’s framework supports the interpretation of culture risk as an integral component of governance risk, insofar as it reflec ts the 

behavioural and ethical dynamics underpinning effective ESG risk management. This aligns with emerging technical literature 

(AIFIRM, 2025), which frames culture risk as a function of misalignment between formalized values and actual behaviours, 

highlighting its systemic implications for internal governance and institutional resilience. 

Moreover, the capability to fully grasp risk culture shortcomings may also be shaped by the relevance the organisation and the 

board assign to ‘risk and control’ dimensions with respect to commercial aims. Although the academic perspective emphasises the 

equal importance of both, in corporate practice recognition of this equivalence sometimes encounters resistance. This may stem from 

differences arising from the depth and nature of experience in FIs management, as well as from the cultural and generational 

backgrounds of the individuals concerned. 

 

Figure 7: Risk culture red flags (non-exhaustive list). Source: ECB (2024, 15). 
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To provide practical application to the logical framework analysed here, it is appropriate to offer some concrete examples. The 

transition from theoretical postulation to practical applicability in the domain of culture risk necessitates a critical clarification 

concerning the measurability of the relevant constructs. In line with the managerial axiom that “what cannot be measured cannot be 

managed”, it is imperative to delineate the object of measurement with precision. Specifically, it is not the degree or diffusion of risk 

culture per se that must be quantified, but rather the risk arising from its deficiency, i.e., culture risk. As previously argued, cultural 

inadequacies within an organization function as latent drivers of culture risk, which, like other risk categories, ultimately materialize 

through economic consequences, such as increased operational costs or reduced revenues. Accordingly, the operationalization of 

culture risk management must be anchored in the identification and deployment of appropriate Key Risk Indicators (KRIs), capable 

of capturing deviations from expected cultural norms and signalling potential misalignments before they escalate into broader 

governance failures. 

Figure 8 presents, without claiming to exhaust the subject, a selection of processes that can be activated for the addressing of 

culture risk. Depending on the context, the outlined processes aim to establish an appropriate cultural climate, assess the current state 

within the individual organization, activate preventive mechanisms to mitigate exposure to culture risk, as well as implement 

traditional processes for identifying Key Risk Indicators (KRIs) and their corresponding monitoring. 

 

 

 

Figure 8: Processes for addressing culture risk. 

 

•Action: establish and demonstrate clear ethical standards, cultural 
values, and commitment to risk awareness.

•Impact: sets the foundation for a risk-aware culture through 
leadership example and strategic alignment.

Leadership Commitment                   
(Tone from the Top)

•Action: develop policies, codes of conduct, and frameworks that 
integrate culture risk into governance structures.

•Impact: ensures culture risk is formalized and embedded into 
organizational processes.

Governance and Framework 
Development

•Action: design and implement training programs to educate 
employees on cultural expectations, risk management principles, 
and ethical behavior.

•Impact: builds capacity and awareness, empowering employees to 
contribute to a strong risk culture.

Training and Awareness

•Action: use surveys, interviews, and performance reviews to assess 
employee behaviors, attitudes, and alignment with cultural values.

•Impact: provides insights into potential cultural misalignments and 
areas for improvement.

Behavioral Monitoring

•Action: implement systems for whistleblowing, escalation, and 
conflict-of-interest management to address potential issues early.

•Impact: mitigates culture risk proactively before it escalates into 
significant problems.

Preventive Mechanisms

•Action: regularly review cultural practices, update frameworks, and 
act on lessons learned from audits and incidents.

•Impact: promotes adaptability and ensures the risk culture evolves 
with the organization

Continuous Feedback and Improvement
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4. Culture risk: who is responsible for what? 

Once the culture risk has been identified, it is appropriate, following the logical process typically adopted for other risk categories, 

to try to identify responsibility for its mitigation and promotion within corporate functions (Section 1).  

As far as the mitigation is concerned, the responsibility falls certainly– although not exclusively – within the domain of the Internal 

Control Framework (ICF). The ICF is a cornerstone of governance in banking institutions, serving to ensure compliance, manage 

risks, and safeguard organizational integrity. Beyond its operational mandates, the internal control system is pivotal in fostering a 

robust risk culture and addressing culture risk. As FIs face increasingly complex challenges – including regulatory scrutiny, 

technological disruptions, and ESG concerns – the internal control system must evolve to address these demands, including also 

behavioural dimensions. The internal control system appraises culture risks through audits, behavioural assessments, and 

whistleblowing mechanisms. Clear escalation protocols, effective conflict-of-interest policies, and active reporting mechanisms 

address cultural misalignments proactively. The alignment of culture risk with governance requires that culture risk is integrated into 

the institution’s governance frameworks, including the RAF, to ensure systematic management. Hence, regular evaluations of cultural 

practices and lessons learned from incidents strengthen the institution’s ability to mitigate culture risk effectively. Addressing these 

aspects requires a comprehensive approach where the control function of second and third level play distinct yet interrelated roles. 

The compliance function ensures adherence to regulatory requirements, ethical standards, and internal policies. By assessing codes of 

conduct, providing training, and monitoring conducts, the compliance function shapes the ethical foundation of the organization. It 

also identifies and addresses misalignments that contribute to culture risk, fostering an environment where employees understand and 

embrace risk-aware practices. Risk management identifies, assesses, monitors, and mitigates risks that could impact the institution’s 

objectives. Beyond managing traditional risk categories, the function integrates culture risk into the RAF and broader governance 

structures. By promoting proactive risk awareness and embedding accountability, risk management strengthens the organization’s 

capacity to address cultural challenges. Internal audit provides independent assurance on the effectiveness of the organization’s 

governance, risk management, and control systems. It assesses whether risk culture is embedded across the institution and identifies 

gaps in cultural alignment. Internal audit also evaluates the effectiveness of measures taken to mitigate culture risk, ensuring 

continuous improvement and accountability. 

The timing of actions executed by internal control functions – compliance, risk management, and internal audit – is strategically 

aligned with the stages of risk and control activity within an organization. These stages, delineated as ex-ante (preventive), real-time, 

and ex-post, define the distinct responsibilities and levels of engagement for each function. In the preventive stage, the objective is to 

anticipate and mitigate risks before they materialize, thereby reducing the likelihood of adverse events. At this stage, the compliance 

function plays a pivotal role, enforcing regulatory requirements, organizational policies, and ethical standards designed to proactively 

address potential risks. Concurrently, risk management contributes by identifying emerging risks, assessing their potential impacts, 

and defining risk limits within the institution’s RAF. Internal audit, however, typically has minimal involvement at this stage, as its 

primary responsibility is to deliver retrospective evaluations and assurance. The real-time stage focuses on the active monitoring and 

management of risks as they arise, ensuring timely and effective responses to mitigate potential impacts. During this phase, risk 

management assumes a leading role, continuously monitoring risk exposures, maintaining alignment with established thresholds, and 

making necessary real-time adjustments. The compliance function supports these efforts by ensuring ongoing adherence to regulatory 

and organizational standards amidst dynamic operations. Internal audit, though less central, offers moderate involvement by providing 

immediate feedback on control effectiveness and participating in oversight where required. In the ex-post stage, the emphasis shifts 

to the thorough analysis, evaluation, and enhancement of processes and controls following the occurrence of a risk event or control 

failure. At this juncture, internal audit assumes a dominant role, conducting in-depth investigations to uncover root causes, 

recommending corrective measures, and driving initiatives to strengthen organizational resilience. Risk management evaluates the 

broader implications of the incident on the institution’s risk framework, revising mitigation strategies as necessary. Simultaneously, 

the compliance function ensures that any regulatory violations are properly identified, reported to relevant authorities, and addressed 

through corrective actions. This systematic alignment of functional roles across the risk management continuum ensures a coordinated, 

effective approach to risk governance, fostering organizational resilience, regulatory compliance, and strategic alignment. By 

optimizing the interplay of these functions, institutions can establish a proactive, agile, and comprehensive framework for managing 

risks across all phases of their operations. 

The temporal distribution of responsibilities highlights the interdependence of internal control functions, and their complementary 

contributions ensure a cohesive approach to promoting risk culture and mitigating culture risk. These functions collaborate to align 

insights, strategies, and actions, creating a unified framework for cultural resilience. The timing of action for internal control functions 

underscores the strategic alignment of their roles in addressing risks across all stages of organizational activity. This framework 

establishes a robust foundation for advancing both academic inquiry and practical innovation in understanding the interplay between 

control functions and risk management settings and decisions within modern organizational contexts. It further underscores the critical 

importance of fostering a cohesive and integrated approach to strengthening risk culture while proactively addressing and mitigating 

cultural vulnerabilities. Therefore, the scope of activities attributable to the control functions is contingent upon the extent of risk 

culture dissemination within the organization and, consequently, the organization’s level of awareness regarding culture risk  related 

matters. 

During the development phase, the promotion of risk culture is paramount. The internal control system strengthens the role of 

leadership in establishing an ethical tone, strengthening behaviours that prioritize risk awareness and regulatory compliance. In the 

foundational phase, comprehensive training programs designed by compliance and risk management functions serve to educate 

employees on risk management principles and cultural expectations, thereby advancing training and capacity building. In the maturity 

phase, internal control functions actively monitor employee behaviours and attitudes, offering feedback and recommendations to 

ensure alignment with institutional values, thereby facilitating behavioural monitoring and feedback. Once pervasiveness is achieved, 

the internal control system embeds risk culture into governance frameworks and operational processes, ensuring consistency and 

accountability across all organizational levels and fully integrating risk culture into governance. 
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With this respect, the operating area of a bank, encompassing various functions such as operations, technology, and back-office 

support, plays a focal role in embedding and sustaining a robust risk culture. As the operational backbone, this area ensures the 

institution’s strategic objectives are translated into day-to-day activities while mitigating culture risk. Its responsibilities extend 

beyond traditional operations to fostering accountability, promoting transparency, and aligning operational practices with the 

institution’s risk culture. The enhancement of accountability begins with the establishment of clear roles and responsibilities for all 

operational staff, ensuring that individuals are fully aware of their contributions to risk management and cultural alignment. 

Furthermore, structured escalation mechanisms are implemented to identify and address risk incidents effectively, ensuring prompt 

resolution and minimizing potential impacts. The integration of risk culture into operational processes involves translating 

organizational policies and strategic goals into actionable procedures, fostering consistency in decision-making and adherence to 

regulatory and ethical standards as well as ensuring that risk management becomes an integral part of all operational decisions. 

Strengthening communication channels is another essential responsibility of the operating area. By developing transparent and 

efficient frameworks for the exchange of information, the operating area facilitates the flow of critical risk-related insights across 

organizational levels. This open communication environment not only enhances collaboration between operational staff and control 

functions but also encourages constructive dialogue and the escalation of concerns. Additionally, the operating area supports the 

establishment and utilization of whistleblowing mechanisms, ensuring that employees can report unethical behaviour or cultural 

misalignments in a secure and confidential manner. In promoting ethical practices, the operating area ensures that the leadership’s 

commitment to fostering a strong risk culture is translated into tangible actions throughout the organization. Operational processes are 

designed to reflect and reinforce the institution’s core values, aligning operational goals with ethical standards and strategic objectives. 

Tools and training programs are developed to support employees in making ethical decisions, particularly in complex scenarios where 

risks must be carefully balanced against opportunities. Finally, the operating area is instrumental in aligning incentives with the 

organization’s risk culture. By integrating adherence to risk culture and operational discipline into performance evaluations, the 

operating area ensures that employees are rewarded for behaviours that align with the institution’s ethical and risk management 

standards. Compensation and promotion frameworks incorporate risk-awareness metrics, creating incentives that prioritize long-term 

organizational success over short-term gains. Employees demonstrating exemplary alignment with the institution’s risk culture and 

ethical values are recognized and rewarded, further reinforcing the importance of cultural adherence. 

Through these responsibilities, the operating area not only supports the operationalization of the institution’s risk culture but also 

acts as a vital conduit for embedding ethical and risk-aware practices at every level of the organization. Its efforts contribute to a 

cohesive and resilient organizational environment where cultural and risk management objectives are seamlessly integrated into 

operational realities. 

 

5. Culture risk: KRIs and KPIs. 

A proper risk-culture framework can be established and survive only if it is made visible through a disciplined cycle of 

measurement and reporting; otherwise, it remains an abstract corporate mantra. For this reason, the starting point for any CRO is to 

weave culture-related Key Performance Indicators (KPIs) and Key Risk Indicators (KRIs) into the bank’s planning architecture and 

business-model definition, strategic targets, Internal Capital Adequacy Assessment Process (ICAAP) and the Internal Liquidity 

Adequacy Assessment Process (ILAAP) risk-profile analysis and, finally, the RAF. The resulting ‘KPI/KRI management system’ 

must be strictly aligned with strategic objectives so that cultural ambitions are translated into operational thresholds: if a KPI expresses 

what the institution wishes to achieve, the corresponding KRI signals how far the underlying cultural drivers may endanger that 

objective. In a strong risk culture, this alignment enables proportional graduation of risk, prioritisation of monitoring effort and 

corrective action, and, crucially, creates an auditable bridge between tone-from-the-top statements and day-to-day behaviour. 

Supervisors now expect such traceability; the ECB (2024) explicitly stresses that culture must be «measurable, verifiable and 

proportionate to size, complexity and business model», and regards the adoption of an integrated KPI/KRI dashboard as evidence of 

its verifiability. Hence, establishing clear culture metrics is no longer a voluntary exercise but part of the prudential perimeter. 

Regulatory bodies have consistently advocated the application of clear KPIs for the assessment of individual managerial 

performance. This paper expands the scope of the discussion by proposing a unified and coherent framework aimed at the identification 

and management of both KPIs and KRIs, as depicted in Figure 9. 

 

Figure 9: KPI/KRI framework. 
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Such a framework is posited as an essential component of robust corporate governance. Effective management necessitates 

rigorous planning, underpinned by an in-depth understanding of the organization, its operational mechanisms, target markets, and its 

exposure to potential risks, threats, and vulnerabilities. For the planning process to be truly comprehensive, it must also embody and 

communicate core values reflective of the organization's culture (Section 2). 

The process of planning, defined as the articulation of business objectives within a specific business model, generates the essential 

data required to establish the institution's risk profile, as outlined in the ICAAP and the ILAAP. The effectiveness with which this 

process is executed constitutes the initial manifestation of an organization's risk culture. We emphasize the critical importance of a 

meaningful alignment between KRIs and KPIs, integrated within a coherent framework aligned with strategic goals. Such alignment 

is indispensable for the accurate classification and prioritization of risks, thereby enabling informed decisions regarding appropriate 

monitoring measures and potential mitigating actions. Obviously, KRIs aligned with KPIs must be pertinent (to the business model), 

measurable (in the most objective terms possible) and timely (reflecting environmental volatility and potential severity). In general, a 

sound KRI system is characterised by: 

• details on the variables of the people-process-technology triad and on other corporate attributes most relevant to the proper 

functioning of the organisation in pursuit of strategic targets; 

• classification of corporate assets according to their criticality for the bank; 

• identification of the risks, threats and vulnerabilities the bank must face, based on probability of occurrence, operational and 

financial impact, and the organisation’s capacity to mitigate the event; 

• subsequent classification of risks, threats and vulnerabilities in terms of potential damage; 

• linkage between key corporate objectives/KPIs and the most significant risks, in order to identify areas requiring enhanced 

monitoring and control; 

• definition of parameters that determine when and how an identified risk becomes a serious threat; 

• codification of a continuous process for reviewing KRIs and their metrics so as to detect any changes that require review and/or 

corrective action. 

As any other risk management process, the identification phase is anchored to the people-process-technology triad and proceeds 

in four logical steps. First, the CRO maps critical assets – human capital, core processes, IT platforms – against their relevance to 

cultural objectives. Second, potential threats and vulnerabilities are classified by probability, severity and organisational ability to 

mitigate; this turns qualitative cultural ambitions into risk-sensitive categories. Third, each material risk is linked to the strategic KPI 

it could derail, thereby highlighting areas requiring heightened monitoring; and fourth, quantitative or qualitative parameters are set 

that allow objective detection of early deviation.  

The resulting menu of KRIs will typically include  

• financial indicators (e.g. risk-adjusted revenue versus conduct events);  

• human-resources indicators (e.g. regretted turnover in control functions or training-completion ratios); 

• operational indicators (e.g. process-break rates, near-misses, override frequencies);  

• technology indicators (e.g. percentage of critical systems with end-of-life components);  

• cyber-security indicators (e.g. phishing-simulation failure rates).  

For each KRI the CRO establishes tolerance thresholds and escalation triggers. Because culture risks evolve with ‘novel’ external 

pressures – ESG litigation, AI bias, geopolitical disinformation – KRIs must be reviewed at least annually, with ad-hoc revisions 

whenever the business plan or the regulatory environment changes. Embedding this architecture in governance is the responsibility of 

the board and its committees. Under the assumption of ‘full cultural maturity’, the board approves the list of culture KPIs/KRIs as 

part of the RAF and receives regular dashboard reports, thereby making cultural performance a standing agenda item. In this process, 

Risk Management owns the design and validation of indicators, Compliance tests alignment with regulatory conduct expectations and 

Internal Audit provides ex-post assurance on data reliability and on the effectiveness of escalation.  

Active leadership participation is indispensable: senior executives must use the dashboard in performance dialogues, and business-

line heads must feel personal accountability for deviations; only then do KRIs become ‘lived’ metrics rather than compliance artefacts. 

It is also recommended to embed KPI/KRI attainment into variable-remuneration scorecards and claw-back clauses: for example, 

failure to close substantiated whistle-blower cases within target time would reduce the bonus of the manager concerned. Equally, 

exemplary adherence – such as proactive challenge of group-think – triggers positive recognition, converting cultural principles into 

tangible incentives. 

Monitoring and escalation complete the cycle. A robust data-governance backbone feeds automated dashboards – accessible online 

and offline on mobile devices – to all three lines of defence, ensuring timeliness and transparency. Threshold breaches are colour-

coded (e.g. amber for tolerance limits, red for breaches) and routed through predefined channels: first line rectifies operational issues; 

second line validates remediation and, if systemic, proposes RAF reviews; third line assesses lessons learned. Parallel whistle-blowing 

statistics, staff-survey sentiment scores and diversity metrics complement hard data, addressing ECB concerns that a ‘culture of fear’ 

could suppress early signals. Where red flags accumulate, for instance, weak management-body challenge, poor conflict-of-interest 

disclosure, or inadequate variable-pay documentation, the CRO must initiate a culture-risk incident report, triggering board scrutiny 

and, when necessary, supervisory notification. This closed-loop process proves vital in LSI, where proportionality must not reduce 
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vigilance; indeed, the inversion principle, as noted, warns that smaller entities may require greater indicator granularity, as informal 

governance can mask early cultural erosion. 

The system described is complex and, to be robust and thus effective, must be based on a very solid process capable of managing 

the ‘KRI life-cycle’ (identification, assessment, monitoring, reporting to recipients). This calls for a precise allocation of 

responsibilities which, returning to Figure 9, could fall to the drafter of the RAF, allowing a centralised management of the 

implementation issues that arise in this field. Numerous points warrant attention. First, active participation by senior figures in the use 

of KRIs as an integral part of an enterprise risk-management programme must be ensured, without neglecting all other stakeholders 

in business and staff areas. Involving people – a qualitative building-block of an organisation’s culture – facilitates the sharing of 

ideas and the use of indicators that are well understood by all. This requires identifying parameters that are «measurable» and 

«comprehensible»: dashboards are an effective means of presenting information and facilitate its use. A continuous activity must also 

be defined to monitor, measure and analyse any changes in the metrics. Finally, the system must ensure that actions are generated 

whenever deviations from KRI metrics occur. This represents the ultimate confirmation that the system is effectively in use and that 

risk culture is not an abstract element in corporate culture. 

Regular monitoring of KRIs is essential, but the frequency depends on the nature of each indicator. Some KRIs may require daily 

attention, while others can be reviewed monthly or quarterly. It is vital to establish a routine that corresponds to the potential impact 

and probability of the risk, once again in relation to organisational complexity and business model. 

In conclusion, designing an effective system of KRIs aligned with KPIs entails several challenges. The main one, in our view, is 

not to overlook the need to align KRIs with KPIs; conversely, the risk of a lack of responsiveness to periodic measurements must also 

be managed, often justified by the absence of thresholds. Naturally, the greater the organisational complexity, the more technological 

challenges arise: the possibility of working through dashboards is based on system integration, often hampered by obsolescence and 

fragmentation of systems. We can summarise the foregoing by recalling that ‘corporate culture’ cannot be separated from the ‘culture 

of reporting’, which covers the entire process from KPI identification and data processing to presentation and active use.  

Admittedly, the embryonic stage of development in this field does not yet allow for a fully articulated framework that extends 

beyond the best practices outlined in the Guide (ECB, 2024), an observation extensively discussed in the dedicated AIFIRM Position 

Paper (2025), that we recall here for a more detailed examination. Building on the conceptual architecture developed in the present 

contribution, several lines of inquiry warrant further attention in order to advance the theoretical robustness and operational 

applicability of culture risk frameworks. First, the proposed alignment between KPIs and KRIs calls for empirical validation across 

diverse institutional contexts, with a view to assessing its predictive efficacy and practical enforceability. In-depth case studies of 

cultural failures in financial institutions, aimed at tracing observable misconduct or governance lapses back to early cultural warning 

signs and deficiencies in oversight mechanisms, could serve as a valuable support in the practical definition of indicators. At the 

organizational level, further research should interrogate the behavioural drivers of cultural integrity, including leadership tone, 

groupthink dynamics, psychological safety, and the structuring of incentives.  

From a governance perspective, the integration of culture risk into the RAF requires greater technical articulation, particularly 

concerning the calibration of tolerance thresholds, the linkage to capital planning, and the definition of escalation protocols. In parallel, 

the ongoing digital transformation of financial services raises urgent questions about how culture risk manifests in algorithmic 

environments and technology-led business models, especially among fintech entities operating outside traditional governance 

structures. Finally, the incorporation of qualitative data streams, such as employee sentiment analysis, whistleblowing metrics, and 

behavioural surveys, into formal risk governance frameworks may offer a promising path toward the early detection of cultural 

vulnerabilities, provided that appropriate safeguards for data integrity, confidentiality, and accountability are in place. Collectively, 

these research directions offer a coherent agenda for advancing the state of the art in culture risk management, moving the field beyond 

principled aspirations toward verifiable, actionable, and institutionally embedded practices. 

 

6. Conclusions 

If culture risk constitutes – as actually is – a genuine risk category, it must be addressed on par with other risk types. Identification, 

measurement, and management should serve as the foundational elements for developing an effective mitigation of this specific risk 

category. In this way, the FI’s strategy can be nourished and strengthened by a well-established risk culture, setting a way of creating 

organizations that are flexible and innovative and where individuals take responsibility for results – moving away from bureaucratic 

silos where formulaic approaches dominate. In other words, risk culture represents shared norms, attitudes, and behaviors toward risk 

management and awareness at all levels. 

In the end, the ‘risk manager of last resort’ is the Chief Executive Officer (CEO), who bears ultimate responsibility for both results 

and risks. It is only from the top that a successful strategy and a corporate culture genuinely grounded in the understanding and control 

of risks can be effectively established and enforced. Nevrtheless, an effective culture-risk architecture hinges on a disciplined KPI/KRI 

ecosystem that transforms ethical aspirations into measurable managerial practice.  

The translated framework underscores four imperatives:  

1. embed KPI/KRI design in strategic planning so that risk-profile analysis (ICAAP/ILAAP) informs – and is informed by – the Risk 

Appetite Framework;  

2. align every KRI with a corresponding KPI, thereby enabling graded risk prioritisation and proportionate corrective action;  

3. maintain a dynamic life-cycle for indicators – definition, validation, monitoring, escalation – supported by clear ownership, 

dashboard-based transparency and thresholds that trigger timely intervention; 
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4. balance quantitative and qualitative signals across finance, human resources, operations, technology and cyber-security, with 

special vigilance for emerging ‘novel risks’. When senior leadership visibly employs this dashboard in performance dialogues, the 

bank converts abstract cultural principles into operational discipline, ensuring that ‘what gets measured gets managed’ remains 

true even for the elusive domain of corporate culture.  

Finally, implementation must respect proportionality while preserving comparability. Two design principles remain universal: 

bidirectional integration implying that KRIs flow into strategic KPI assessment, and KPI shifts trigger KRI re-validation; and 

actionability, that is to say every indicator must have an owner, a documented escalation path and a predetermined management 

response. When these principles are honoured, cultural-risk metrics cease to be a regulatory burden and become a strategic asset: they 

enable management to balance innovation and prudence, reassure supervisors, and, ultimately, protect stakeholder confidence in a 

volatile environment. As practitioners know, what gets measured gets managed: culture risk is no exception. 
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Abstract 

 
Money laundering is one of the most relevant global challenges, with significant repercussions on the economy and international 

security. Identifying suspicious transactions is a key element in the fight against the phenomenon, but the task is extremely complex 

due to the constant evolution of the strategies adopted by criminals and the great amount of data to be analyzed daily. 

This study proposes a hybrid method that integrates Machine Learning models with heuristic rules, with the aim of identifying 

fraudulent transactions more effectively. The dataset used, SAML, includes millions of bank transactions and presents a strong 

imbalance between classes (fraudulent vs regular transactions). The entire process was carried out through a self-code platform 

designed to optimize data management, processing and analysis. The heuristic rules were evaluated using the covering and error 

metrics and then integrated into the Logic Learning Machine (LLM) task. The effectiveness of the approach was verified by comparing 

two main configurations: one based exclusively on the use of LLM and the other combining LLM and heuristic rules. The results 

obtained highlight that the integration of heuristic rules improves the performance of the model, confirming the synergy between 

Machine Learning and expert knowledge. This study confirms the effectiveness of the hybrid approach and emphasizes the importance 

of the union between automated analysis and human insight to address the challenges posed by money laundering.  

Key Words: Anti-Money Laundering (AML), Transaction Monitoring, Synthetic Dataset, Machine Learning (ML), Heuristic Rules, 

Logic Learning Machine (LLM) 

JEL code: C38, C45, K14, K22 

1) Introduction 

As described by the United Nations Office on Drugs and Crime (UNODC): “Money laundering is the processing of criminal proceeds 

to disguise their illegal origin. This process is of critical importance, as it enables the criminal to enjoy these profits without 

jeopardizing their source” (UNODC, 2021). Money laundering therefore indicates all those processes implemented by criminal 

organizations in order to disguise the origins of money obtained through illegal activities, such as corruption, drug trafficking, or 

fraud, to make it appear legitimate. By implementing it, such organizations can integrate illicit funds into the financial system, allowing 

further investment in illegal operations while still managing to avoid recognition by supervisory bodies.   

These illicit activities pose serious concerns for the global economy because they are used to fund criminal activities, they disrupt 

financial markets and ultimately may also damage the reputation of the financial institutions involved in fraudulent activities. 

Although it is clearly not possible to directly measure the extent of money laundering as we usually do with legitimate economic 

activities, its scale is massive, thus representing a significant threat to global financial systems. The UNODC estimates that money 

laundering accounts for 2-5% of global GDP annually, i.e. between 800 billion and 2 trillion EUR (UNODC, 2021), thus underscoring 

the need for robust detection and prevention mechanisms. 

Money laundering is a global phenomenon, but data shows that it is more prevalent in specific industries and countries. In particular, 

the main sectors most affected by it are the real estate, the financial system, the gambling system, the trade of luxury goods, 

international trades, the construction sector and FinTech. Regarding the most problematic countries, the Financial Action Task Force 

(on Money Laundering), better known as FATF, identifies the countries with severe weaknesses in measures to combat money 

laundering and terrorist financing through the "High-risk jurisdictions subject to a call for action" list (blacklist) and the "Jurisdictions 

under increased monitoring" list (greylist). 

Anti-Money Laundering (AML) thus refers to the regulations, policies, and procedures designed to detect and prevent money 

laundering activities. The main objective of AML agencies is indeed to prevent criminals from using the financial system to conceal 

the funds arising from their illicit activities. The work of AML professionals is divided into three main areas:  

 

• Prevention: This part involves ensuring that governments, companies and financial institutions take all the necessary preventive 

measures to identify suspicious activities in their work; 

 

• Monitoring: This consists of creating monitoring systems to inspect transactions and flag those that may be linked to laundering 

activities; 

 

• Reporting and prosecution: This phase involves reporting any suspicious activity to Financial Intelligence Units (FIUs) in order 

to take action. In such sense, cooperation between bodies to enable criminal investigation is crucial. 

 

All these procedures are carried out in full compliance with national and international laws (Financial Action Task Force, 2003). 

Despite advancements, AML efforts face several challenges: 
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• Scalability: The sheer volume of daily financial transactions demands highly efficient AML systems. For instance, international 

banks process millions of real-time transactions each day, requiring models that balance accuracy and speed for timely fraud 

detection without compromising system performance; 

 

• False positives: AML detection systems often use strict rules and conservative thresholds to avoid missing fraud, but this leads to 

high false positive rates, driving up costs and causing delays that can harm customer relationships. The key is finding a balance 

between swiftness and accuracy, with systems that are fast yet precise enough to catch suspicious cases. The choice between highly 

accurate but slower systems and faster, less precise ones largely depends on the volume of alerts they need to handle; 

 

• Adaptability: As criminal techniques evolve, and new fields emerge, such as cryptocurrencies and decentralized finance, AML 

systems must continuously adapt to keep pace. Relying only on past fraud patterns risks bringing rapid obsolescence, making it 

harder to detect new illicit behaviors. This requires constant updates to both heuristic rules and data-driven models, which can be 

costly, both in terms of maintaining high performance models and training operators with deep expertise. 

 

The complex and multifaceted fight against money laundering is a problem that requires robust regulatory frameworks to ensure the 

resilience of the financial system. To counter the threats posed by it, governments, international organizations and financial institutions 

developed a wide range of guidelines and regulations over time with the aim of preventing, detecting, and prosecuting illicit activities. 

In this sense, part of our heuristic rules was drafted in order to align with these international guidelines and incorporate a regulatory 

perspective. 

This study aims to investigate whether the combination of Machine Learning systems with heuristic rules can improve the 

effectiveness in detecting fraudulent transactions in the AML field. The proposed approach aims to exploit the strengths of data-driven 

methodologies while integrating specific sectorial expertise. The analysis was conducted using the Rulex Platform, an advanced 

platform that combines data analytics tools, Machine Learning tasks and heuristic rules management, allowing to efficiently implement 

and test models. The purpose of this study is to assess the effectiveness of this solution based on the Logic Learning Machine (LLM) 

algorithm by comparing it with other traditional Machine Learning approaches in order to analyze its performance in detecting odd 

activities in financial transactions datasets. We have chosen the LLM algorithm because it has proven to be valuable in solving 

problems in the context of financial and credit risk management. In particular, it has been employed both in an asset allocation context 

in order to select the optimal weights of a portfolio of ESG assets (Gaggero et al., 2024) and to improve models for predicting the 

probability of default in a set of U.S. companies (Berretta et al., 2025). In both contexts, it proved to be a reliable supervised Machine 

Learning technique characterized by a high level of explainability. 

 

2) Literary review 

 

The techniques used in the AML area mainly focus on the implementation of analytical and technological methodologies to detect 

and prevent money laundering activities. Specifically, there are customer due diligence measures (KYC and customer risk scoring), 

computing techniques to discover fraudulent patterns (ML algorithms) and finally manual investigation to confirm the flags raised. 

Traditionally, fraud detection has relied on deterministic rules, often derived from regulations, and subsequent manual checks by 

operators. These methods, albeit very useful, show severe limitations in terms of scalability and ability to adapt to complex and 

evolving fraudulent schemes, as well as high costs in terms of training suitable personnel. 

In recent years, Machine Learning has emerged and begun to revolutionize fraud identification, allowing specialists to analyze large 

volumes of data and identify complex patterns that are not easily detectable with static rules (Teradata, 2022) (Nweze et al., 2024).  

Machine Learning techniques are broadly categorized into supervised, unsupervised, and semi-supervised approaches, and are applied 

across several analytical dimensions, including anomaly detection, risk scoring, behavioral modelling and link analysis. Specifically, 

supervised models rely on labeled datasets distinguishing between normal and suspicious transactions. Notable algorithms include: 

Support Vector Machines (SVM), which are effective in high-dimensional spaces though computationally intensive on large, 

imbalanced datasets; decision trees, which are highly interpretable and useful for risk scoring and profiling but prone to overfitting if 

not appropriately pruned; and Radial Basis Function Networks (RBFN) which offer great adaptability and fast learning, but suffer 

from the risk of overfitting in cases of low feature diversity. On the contrary, unsupervised techniques cluster data without any prior 

label, making them especially suitable when suspicious labels are scarce. The most prominent algorithms are clustering techniques 

like K-means and CLOPE, which are used to group similar patterns of transactions to identify anomalies, and Expectation-

Maximization (EM) methodologies to model customer behavior and detect deviations. Semi-supervised approaches are designed in 

such a way to strike a balance between the need for labeled data and the complexity of fraudulent patterns. The latter combine 

supervised learning and clustering, often using synthetic data to overcome the problem of class imbalance. Deep learning refers to a 

subclass of Machine Learning techniques that utilizes models composed of many layers of nonlinear transformations. These networks 

are capable of learning complex and abstract representations of data, often with performance far superior to other techniques, but at 

the cost of needing extensive computational resources and lacking interpretability. Another highly developed branch is the one related 

to graph-based methodologies and Social Network Analysis (SNA). The latter are increasingly used to model relationships among 

different entities, showing structural patterns for money laundering schemes. It works by building a graph where the nodes represent 

different entities (e.g. bank accounts) and the arcs represent the relationship between nodes (e.g. money transactions). The objective 

is to identify specific money laundering schemes like circular-shaped transactions or hub-and-spoke structures, characteristic of 

layering (Chen et al., 2018). 

More recently, literature highlights a growing interest in hybrid methodologies that combine the rule-based approach with Machine 

Learning models. The latter are gaining more and more ground, as they leverage the strengths of both techniques. These approaches 

make it possible to improve the explainability of decisions, exploiting the expert knowledge embedded in heuristic rules, while 

maintaining the flexibility and learning ability of Machine Learning models.   

Although literature has demonstrated that a rational integration of heuristic rules with Machine Learning models generally improves 

the fraud detection process, the creation, but above all the management, of large rulesets can lead to severe operational complexities 
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and difficulties in their interpretability. For this reason, in recent years research focused not only on the combination of the two 

methodologies, but also on the optimization of such sets of rules, with the aim of reducing their number and their computational cost, 

obviously without compromising the overall model performance. This particular field of research led to the development of models 

capable of improving sets of rules using techniques that, once again, combine algorithms and human expertise.  

One of the most interesting studies in this field is that related to the development of the RUDOLF system (Milo et al., 2018). In this 

study the authors try to overcome the classic problem linked to the use of "mining" and Machine Learning techniques for the derivation 

of rules in the anti-fraud field. Since heuristic rules must necessarily be updated or redefined from time to time to keep up with fraud 

trends, researchers developed RUDOLF, a system that assists experts in defining and redefining the rules for identifying fraudulent 

transactions. RUDOLF first tries to uncover illicit instances by generalizing the initial rules proposed, and then it specializes them in 

order to avoid capturing unhelpful legitimate transactions. The changes are not mandatory but just proposed by the system: the 

supervisor can consequently accept, modify or reject each suggestion, based on his judgement and experience. This process goes on 

until the expert obtains the desired ruleset. Modifications to rules made by RUDOLF are associated with a cost-benefit model. This 

model assumes that every operation performed leads to a cost, but also to an entailed benefit, measured in terms of an increase in the 

number of frauds captured by the new rule or a decrease in the number of normal transactions captured. Therefore, the system's 

objective is to modify the existing ruleset so that the cost function is minimized. 

In the performance comparison between the baseline version of RUDOLF and RUDOLF-, a variant that automatically refines the 

ruleset without consulting experts, the authors demonstrated that RUDOLF performs best in various domains, especially in the quality 

of predictions. This demonstrates the relevance of incorporating the expertise of AML domain specialists in the drafting of anti-fraud 

rules.  

Another relevant contribution in this field is given by the ARMS project (Aparício et al., 2020). The Automated Rules Management 

System (ARMS) is a technique that optimizes the set of rules used thanks to heuristic search and a loss function defined by the user. 

Its proposed goal is to minimize the number of rules and alerts, while preserving the initial performance. 

Instead of considering and evaluating each rule independently, researchers built a system to manage rules that considers the 

interactions between rules with different actions and priorities. The latter are needed because transactions may trigger different rules 

with contradictory actions, creating the need for a stable hierarchy between rules. The ARMS optimization process is basically 

implemented in two ways, specifically by disabling inefficient rules and by changing rules’ priorities. The heuristic methods tested 

by authors are random search, greedy expansion and genetic programming. The results obtained on two big online datasets show that 

ARMS was able to remove almost 50% (and 80% in the second case) of initial rules, while maintaining the original performance of 

the system. 

 

3) Regulatory Framework 

 

The complex and multifaceted fight against money laundering is a problem that requires robust regulatory frameworks to ensure the 

resilience of the financial system. To counter the threats posed by it, governments, international organizations and financial institutions 

developed over time a wide range of guidelines and regulations with the aim preventing, detecting, and prosecuting illicit activities. 

We now briefly explore the key international standards and regulatory frameworks that underpin AML efforts. These regulations 

provide a comprehensive framework for addressing financial crimes by establishing obligations for financial institutions and 

governments, promoting cross-border cooperation and ensuring rule-compliance through rigorous monitoring mechanisms. 

 

3.1) FATF Recommendations (Financial Action Task Force) 
 

Less than a year after its establishment by the G7 summit, the FATF issued in 1990 a report containing the well-known set of "Forty 

recommendations", later revised in 1996. Five years later, in 2001, the FATF expanded its mandate to also cope with the problem of 

terrorism financing (AML/CFT Anti-money laundering and Combating the Financing of Terrorism) and it continued to update its 

agenda over the years. 

With its recommendations, the FATF is internationally endorsed as the global standard against money laundering and terrorist 

financing, as well as the financing of proliferation of weapons of mass destruction. 

The recommendations, last comprehensively revised in 2012 and subsequently updated on specific issues such as virtual assets and 

beneficial ownership (e.g., 2021), set the minimum standards that countries must implement according to their specific circumstances 

and regulatory system (FATF, 2025). The FATF provides guidance on the following topics: 

 

Risk-based approach: This means that each country should assess the risks that it faces and take appropriate preventive action in 

response (KYC-Chain, 2020). Such an approach may also be "scalable", in the sense that riskier instances clearly need more stringent 

measures and vice versa, so it is a proportionate approach. 

 

Sanctions: The FATF recommends applying member states to implement a "targeted financial sanctions regime" to fully comply with 

the United Nations Security Council Resolutions (UNSCRs). The latter asks governments to freeze without delay the assets and funds 

of listed people or entities (or groups of them) that pose terrorist financing risk, and also ensure that no further financial assets are 

made available to them in the future (KYC-Chain, 2020) (FATF, 2013). 

 

Customer Due Diligence and record-keeping: This principle states that financial institutions should not keep anonymous accounts 

or with obviously fictitious names. Additionally, it requires financial institutions to undertake customer due diligence measures, like 

identifying and verifying the identity of their clients (FATF, 2025). Furthermore, agencies are asked to keep records of all relevant 

information about clients in order to assess the risks posed by potential and current customers. 

 

Reporting of suspicious transactions and compliance Reporting: it is a vital tool for AML and CFT measures to work in an efficient 

way. If authorities do not receive any reports, it is obvious that finding illicit activities becomes problematic. The FATF strongly 
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recommends that institutions implement a mandatory reporting obligation, regardless of the gravity of the illicit action, also posing 

great importance on the celerity in sending such reports: the sooner the better (KYC-Chain, 2020) (FATF, 2025). 

 

New technologies: The FATF strongly suggests countries to be aware of how fraudsters may use new arising and disruptive 

technologies in order to commit crimes, particularly regarding the financial sector. In this sense institutions should not release new 

products or technological developments unless a prior risk assessment has occurred. This means implementing a sophisticated system 

to prevent, or at least better manage, any potential risk that could emerge. Regarding virtual assets (e.g. cryptocurrencies), countries 

should ensure that the service providers are regulated for AML/CFT purposes, registered and adequately monitored (KYC-Chain, 

2020). 

 

3.2) European Union Anti-Money Laundering Directives (AMLD) 

 
The evolution of anti-money laundering efforts at European level can be described by analyzing the series of Directives produced. 

The first commitment dates back to 1991, when the first Directive was adopted to prevent the misuse of the financial system for the 

purpose of money laundering (European Commission, 2023). This process was undoubtedly influenced by FATF recommendations 

produced on the same year and driven by the rising international awareness and effort in tackling money laundering. In particular the 

first AMLD focused on the imposition of due diligence measures for financial institutions and on the establishment of a reporting 

system for all suspicious transactions. In the following Directives, the European Union kept revising the previous regulatory 

limitations and expanding the operational framework in order to mitigate the risks related to money laundering. A particularly 

important step was made with the Third Directive, after the September 11, 2001 terrorist attacks in the US, which stressed the problem 

of organized terrorism even more and made clear that tighter measures were needed at global level. Relevant advancements were 

made in January 2020 with the transposition by all member states of the Fifth AML Directive which aimed at expanding the extent of 

regulation also to virtual currency exchanges, estate agents, art dealers and more (LSEG, 2024) (European Union, 2018). The Sixth 

Directive came into effect in December 2020 not long after the previous one, and again, some major improvements were made. 

Specifically, they reached an harmonized definition for "predicate crime" ("cyber crime" and "environmental crime" had been included 

within the offences); they further expanded the regulatory scope also considering "aiding and abetting" as punishable criminal 

offences; they extended the criminal liability, so that companies could also be criminally liable for the illicit actions carried out by 

their employees; and lastly they also made punishments tougher by increasing the sentences for money laundering crimes. 

The last Directive (EU) 2024/1640, known as AMLD VI, was adopted in April 2024 and represents a major overhaul of the EU’s anti-

money laundering (AML) framework. It builds upon and significantly strengthens previous directives (AMLD IV & V) through more 

centralized oversight, broader scope, and enhanced transparency. AMLD VI is the most ambitious and comprehensive EU AML 

directive to date. It establishes a new centralized authority (AMLA), mandates greater transparency and access to financial data, 

introduces tighter controls on crypto and cash, and broadens the regulatory scope to new sectors like football and luxury goods (see 

paragraph 3.6). It marks a major step toward a fully harmonized and enforceable EU-wide AML framework. 

 

3.3) United Nations Convention Against Corruption (UNCAC) 

 
Adopted in 2003 and entered into force in 2005, the UNCAC (also known as "Merida Convention") had the aim to promote preventing 

measures against corruption and the criminalization of acts like money laundering, bribery and embezzlement (UNODC, 2000). It is 

the only legally binding universal tool to contrast corruption. It requires member states to implement a set of anti-corruption measures 

and promotes both international cooperation and mutual legal assistance in the fight against illicit activities. The convention also plays 

a relevant role in driving forward both the 2030 Agenda and the Sustainable Development Goals (SDGs), by addressing the widespread 

problem of corruption (United Nations, 2021). 

 

3.4) Bank Secrecy Act (BSA) 
 

Overseas, the first law to combat money laundering was enacted as early as 1970 by the US Congress with the Bank Secrecy Act, 

officially known as the Currency and Foreign Transaction Reporting Act (IRS, 2025). Shortly after its passage, the BSA met the 

indignation of several groups who thought it was unconstitutional, claiming it was violating both the Fourth and Fifth Amendments. 

For these reasons it remained inactive until the ’80s, when financial institutions eventually complied with BSA requirements. 

Nowadays BSA mandates financial institutions to maintain records and submit different types of reports based on the problem 

encountered. It is a cornerstone regulation in the combat against money laundering and other fraudulent activities in the US. 

 

3.5) Recent developments in Italian regulations (UIF) 
 

On July 3, 2025, the Italian Financial Intelligence Unit (UIF) published a consultation paper updating the instructions regarding the 

reporting of suspicious transactions (SOS), with the aim of enhancing the effectiveness of the anti-money laundering and counter-

terrorism financing system. The new text is intended to replace the current regulation dated May 4, 2011, in light of recent regulatory 

developments and international best practices. UIF seeks to improve the quality of reports by discouraging overly automatic or overly 

cautious reporting practices, which risk undermining the investigative value of suspicious transaction reports. 

The instructions are divided into three main sections. The first part sets out the general principles and operational rules, emphasizing 

the importance of active cooperation by obligated entities. It clarifies that a report should not be triggered by numerical thresholds or 

automated criteria alone, but rather by a concrete, documented, and reasoned assessment of objective or subjective anomalies. The 

analysis process must be thorough, and in some cases, may include the temporary suspension of the suspicious transaction. 

Additionally, UIF encourages feedback mechanisms to strengthen the overall effectiveness of the reporting system. The second part 

of the document addresses the organizational and procedural obligations of reporting entities. Each organization or professional must 
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appoint a person responsible for SOS reporting, who must be independent, competent, and free from conflicts of interest. In smaller 

settings, such as individual practices, this responsibility may fall onto the professional directly. Entities are required to establish formal 

procedures for detecting and assessing suspicious activity, even when using IT tools or artificial intelligence algorithms. However, 

these tools must complement human analysis rather than replace it. 

The third part focuses on the technical and operational aspects of submitting reports through the Infostat‑UIF portal. It provides 

guidelines on how to register, compile, submit, amend, or cancel reports, with the goal of streamlining the process and ensuring 

consistent information flows. 

The document has been opened to public consultation for a period of 60 days, ending on September 3, 2025. UIF invites all relevant 

stakeholders, including court-appointed administrators, to submit comments and suggestions. Particular attention is given to those 

operating in high-risk contexts, such as the management of seized or confiscated assets. 

Overall, UIF's proposed reform marks a decisive step toward a more selective, professional, and effective reporting system. The goal 

is not to increase the number of reports, but to enhance their quality, favoring thoughtful analysis over automatic or overly cautious 

reporting. This change requires the active commitment of all obligated entities, who are called upon to exercise sound and responsible 

judgment in managing money laundering and terrorism financing risks (UIF, 2025). 

 

3.6) Toward centralized AML supervision in Europe 

 
In 2024, the European Union introduced a major reform of its anti-money laundering framework with the approval of a new legislative 

package, including two Regulations and one Directive. Most notably, Regulation (EU) 2024/1620 established the European Anti-

Money Laundering Authority (AMLA), headquartered in Frankfurt. AMLA will directly supervise selected high-risk financial 

institutions and coordinate national AML/CFT authorities, with the goal of harmonizing and strengthening supervisory practices 

across the EU (European Union, 2024 [a]). Alongside this institutional innovation, Regulation (EU) 2024/1624 and Directive (EU) 

2024/1640 lay out new rules on risk assessment, customer due diligence, and cross-border cooperation. This transition to centralized 

supervision marks a clear shift toward greater efficiency, consistency, and technological adoption in the fight against financial crime. 

 

The approach proposed in this study, combining Machine Learning techniques with expert-driven heuristic rules, aligns with the 

European regulatory direction, which increasingly promotes data-driven supervision and enhanced detection capabilities supported by 

innovation and harmonized methodologies (European Union, 2024 [b]) (European Union, 2024 [c]). Furthermore, the study is 

particularly timely considering the recent AML regulatory developments proposed by UIF whose documents are discussed by 

professionals in this field. 

 

4) Description of the methodologies 

 

In this section, we analyze in detail the three predictive models used in the study, namely: Decision tree, Logistic and Logic Learning 

Machine. Each model takes a different approach to classification, with distinct characteristics that influence both performance and 

interpretability of the results. The underlying idea is to check how the Logic Learning Machine performs and then compare its results 

with the ones obtained through the other two standard classification techniques. Therefore, we first describe the working principles of 

the models considered, analyzing their key features, in such a way as to provide a clear understanding of each algorithm. Beyond 

describing the models, we also analyze the evaluation metrics used to assess their effectiveness and determine the best configuration. 

 

4.1) Traditional Machine Learning methodologies 

 
Traditional Machine Learning methodologies, such as Classification and Regression Trees (CART) and logistic regression, have long 

been foundational in data analysis, providing powerful tools for extracting patterns and making predictions. 

CART models represent a method for approximating data through a stepwise function, obtained by iteratively subdividing the space 

of observations, based on specific thresholds applied to the model variables. Each subdivision aims to identify subsets of data with 

values of the target variable that are as homogeneous as possible. In classification problems, observations are assigned to the most 

representative class within the group to which they belong. This methodology is often visualized as a decision tree, since the separation 

rules can be organized in a hierarchical structure. Each subdivision of the dataset can be represented as a node in a binary tree, where 

the first node, known as the “root”, serves as the starting point, while the terminal nodes, called “leaves”, identify the final subsets of 

data. To train a decision tree, a dataset is needed where the target variable is known. The algorithm builds the model progressively, 

applying binary splits to the data, based on optimal cutoffs. In each phase, a threshold is determined for each variable which allows to 

obtain a subdivision such as to reduce the variance within each subset and, at the same time, increase its difference compared to the 

other groups. This procedure is repeated iteratively on each new subset, determining, each time, the optimal threshold for the variable 

considered. The process continues until a stopping criterion is reached, which may be, for example, the impossibility of further 

improving the separation of the data, the presence of only one element in a subset or the creation of a group composed exclusively of 

observations belonging to the same class as the target variable. 

Once training is complete, the resulting tree can become very complex and detailed, with a large number of splits that make it difficult 

to interpret and increase the risk of over-fitting. To avoid this problem, a simplification technique known as “pruning” is applied. This 

process is guided by a loss function which allows to reduce the complexity of the tree by removing less significant branches. Pruning 

is performed by progressively eliminating branches that contribute the least to the overall performance, aiming to achieve a good 

balance between model simplicity and predictive accuracy (Lewis, 2000). 

Logistic is a supervised algorithm used for binary classification tasks. It is widely employed in areas such as fraud detection, medical 

diagnosis and engineering (e.g. for predicting the probability of failure of a specific process). It is used to model the probability that 

a given instance belongs to one of two classes of the binary categorial dependent variable. This method uses the logistic function, 

which is able to convert real values into an interval between 0 and 1: this ensures that the predicted probabilities are in this range 
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(Ohno-Machado et al., 2002). The logistic function is of the form: 𝑝(𝑥) =
1

1+exp(−(𝑥−𝜇)/𝑠)
 where 𝜇 is a location parameter (i.e. the 

midpoint of the curve, where 𝑝(𝜇) = 0.5) and 𝑠 is a scalar parameter. 

 

4.2) Logic Learning Machine (LLM) 
 

The Logic Learning Machine (LLM) is a rule-based method alternative to decision trees. In plain words, the LLM transforms the data 

into a Boolean domain where some Boolean functions (namely one for each output value) are reconstructed starting from a portion of 

their truth table with a method that is described in the paper of Muselli and Ferrari (Muselli et al., 2011). The method creates a set of 

intelligible rules through Boolean function synthesis following 4 steps. These steps are: 
 

1. Discretization 

2. Latticization or Binarization 

3. Positive Boolean function 

4. Rule generation 

 

In a classification problem, 𝑑-dimensional examples 𝑥 ∈ 𝑋 ⊂ ℜ𝑑 are to be assigned to one of 𝑞 possible classes, labeled by the values 

of a categorical output 𝑦. Starting from a training set 𝑆 including 𝑛 pairs (𝑥𝑖 , 𝑦𝑖), 𝑖 = 1,… , 𝑛, deriving from previous observation, 

techniques for solving classification problems have the aim of generating a model 𝑔(𝑥), called classifier, that provides the correct 

answer 𝑦 = 𝑔(𝑥), for most input patterns 𝑥. In order to analyze the process, a bi-class toy problem is used, whose training set is shown 

in Table 1. In this example 𝑂0 represents a normal transaction, whilst 𝑂1 represents a fraudulent transaction. 

 

 

𝑋1 700 1100 2200 1400 2300 800 1200 2100 2600 2400 

𝑋2 Cheque Cheque 
Cash 

withdrawal 
Cheque 

Credit 

card 

Cash 

withdrawal 

Credit 

card 
Cheque Cheque ACH 

 𝑌  𝑂0  𝑂0  𝑂0  𝑂0  𝑂0  𝑂1  𝑂1  𝑂1  𝑂1  𝑂1 

 

Table 1: Toy example for describing the LLM working principle 

 

4.2.1) Discretization 

 
In this step, each continuous variable domain is converted into a discrete domain by a mapping. 𝜓𝑗  𝑋: 𝑋𝑗  →  𝐼𝑀 where 𝑋𝑗 is the domain 

of the 𝑗-th variable and 𝐼𝑀 = 1,… ,𝑀 is the set of positive integers up to 𝑀. The mapping must preserve the ordering of the data. If 

 𝑥𝑖𝑗 ≤ 𝑥𝑘𝑗  then 𝜓𝑗(𝒙𝑖) ≤ 𝜓𝑗(𝒙𝑘), ∀𝑗 = 1,… , 𝑑. One way to describe 𝜓𝑗 is that it consists of a vector 𝜸𝑗 = (𝛾𝑗1, … , 𝛾𝑗𝑚, … , 𝛾𝑀𝑗−1) 

such that: 

𝜓𝑗(𝒙𝑖) =

{
 
 

 
 

1,                           𝑥𝑖𝑗 ≤ 𝛾𝑗1 
 

𝑚,           𝛾𝑗𝑚−1 < 𝑥𝑖𝑗 ≤ 𝛾𝑗𝑚 
 

    𝑀𝑗 ,                          𝑥𝑖𝑗 > 𝛾𝑗𝑀𝑗−1 

   (1) 

 

There are several strategies for discretization and the simplest one is creating 𝑀𝑗 interval having the same length. Let 𝝆𝑗 be the vector 

of all the 𝛼𝑗 values for input variable 𝑗 in ascending order (𝑝𝑗𝑙 < 𝑝𝑗𝑙+1 ∀ 𝑙 = 1,… , 𝛼𝑗), then the cutoff  𝛾𝑗𝑚 is given by: 

  

𝛾𝑗𝑚 = 𝑝𝑗1 +
𝑝𝑗𝛼𝑗

−𝑝𝑗1 

𝑀𝑗
𝑚 (2) 

 

This method is referred to as Equal Width discretization. Another approach defines one interval for each value. 

 

4.2.2) Binarization 
 

In this step, each discretized domain is transformed into a binary domain through a mapping 𝜑𝑗: 𝐼𝑀𝑗 → {0,1}𝑀𝑗, where 𝐼𝑀𝑗 is the 

domain of the 𝑗-th variable and {0,1}𝑀𝑗  is a string having a bit for each possible value in 𝐼𝑀𝑗. The mapping must maintain the ordering 

of data: 𝑢 < 𝑣 if and only if 𝜑𝑗(𝑢) <  𝜑𝑗(𝑣) where the standard ordering between 𝒛 and   𝒘 ∈ {0,1}𝑀𝑗 is defined as follows: 

 

     𝒛 < 𝒘 if and only if  {
∃  𝑖     such that 𝑧𝑖 < 𝑤𝑖
∀𝑙 < 𝑖                𝑧𝑙 ≤ 𝑤𝑙

 

(3) 

𝒛 ≤ 𝒘 if and only if 𝑧𝑖 ≤ 𝑤𝑖  ∀ 𝑖 = 1,… ,𝑀𝑗 

 

if the relation in the equation above holds, then it is said that 𝒛 covers 𝒘. 
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A suitable choice for 𝜑𝑗 is the inverse only-one coding, that for each 𝑘 ∈ 𝐼𝑀𝑗 creates a string 𝒉 ∈ {0,1}𝑀𝑗  having all bits equal to 1 

except the 𝑘-th bit which is set to 0. For example, let 𝑥𝑖𝑗 = 3 with domain 𝐼5, then 𝜑𝑗(𝒙𝑖) = 11011. In this way 𝜑𝑗(𝒙𝑖) = 𝒛𝑖 where 

𝒛𝑖 is obtained by concatenating 𝜑𝑗(𝒙𝑖) for 𝑗 = 1,… , 𝑑. As a result, the new training set is 𝑆′ = {(𝒛𝑖 , 𝑦𝑖)}𝑖=1
𝑁 , with 𝒛𝑖  ∈ {0,1}

𝐵 where 

𝐵 = ∑ 𝑀𝑗
𝑑
𝑗=1 . The training set obtained by applying discretization with the single cutoff 1500 for the variable  𝑋1 and subsequent 

binarization for the toy problem is shown in Table 2. 

 

𝑍 𝑌    𝑍  𝑌 
01 0111 Normal    01 1101 Fraud 

01 0111 Normal    01 1110 Fraud 

10 1101 Normal    10 0111 Fraud 

01 0111 Normal    10 0111 Fraud 

10 1110 Normal    10 1011 Fraud 
 

Table 2: Toy example after binarization. 

 

4.2.3) Synthesis of the Boolean function 

 
The training set 𝑆′, obtained after binarization, can be divided into two different subsets according to the output class: 𝑇 is the set 

containing (𝒛𝑖 , 𝑦𝑖) with 𝑦𝑖 = 𝑂1 whereas 𝐹 is the set containing the example for which 𝑦𝑖 = 𝑂0. 𝑇 and 𝐹 can be viewed as a portion 

of the truth table of a Boolean function 𝑓 that must be reconstructed. Before proceeding with the method description, it is useful to 

give some definitions and notations. 

 

• Each Boolean function can be written with operators AND, OR, and NOT  that constitute the Boolean algebra; if NOT is not 

considered then a simpler structure, called Boolean lattice, is obtained. From now on, only the Boolean lattice is considered. It can 

be drawn by positioning 𝒛 over 𝒘 if 𝒛 > 𝒘 and by linking all the couples 𝒛, 𝒘 for which an 𝒂 does not exist such that 𝒘 < 𝒂 < 𝒛. 

An example for {0,1}3 is shown in Figure 1.b. 

 

• The sum (OR) and product (AND) of 𝜂 terms can be denoted as follows: 

 

⋁ 𝑧𝑗 = 𝑧1 + 𝑧2 +⋯+ 𝑧𝜂
𝜂
𝑗=1   (4) 

 

⋀ 𝑧𝑗 = 𝑧1
𝜂
𝑗=1 ∙ 𝑧2 ∙ … ∙  𝑧𝜂 = 𝑧1𝑧2…𝑧𝜂   

 

• A logical product is called an implicant of a function 𝑓 if the following relation holds: ⋀ 𝑧𝑗 ≤
𝜂
𝑗=1  𝑓, where each element 𝑧𝑗 is called 

literal. The product is called prime implicant if the relation no longer holds when a literal is removed from the implicant. 
 

• The ordering in a Boolean lattice is defined by the equations above; according to this ordering, a Boolean function 𝑓: {0,1}𝐵 →
{0,1} is called positive if 𝒛 ≤ 𝒘 implies 𝑓(𝒛) ≤ 𝑓(𝒘) for each 𝒛,𝒘 ∈ {0,1}𝐵. 
 

• A subset 𝐴 ⊂ 𝐼𝐵 such that for each element 𝒛,𝒘 ∈ 𝐴, an ordering cannot be established (neither 𝒛 < 𝒘, nor 𝒘 < 𝒛), is called 

antichain. 
 

• Given 𝒂 ∈ {0,1}𝐵, then the set 𝐿(𝒂) = {𝒛 ∈  {0,1}𝐵 | 𝒛 ≤ 𝒂} is called lower shadow of 𝒂, whereas the set 𝑈(𝒂) =
{𝒛 ∈  {0,1}𝐵  | 𝒛 ≥ 𝒂} is called an upper shadow of 𝒂. The lower and upper shadows for  101 ∈ {0,1}3 are shown in Figures 1.a 

and 1.c. 
 

• Given the subset 𝑇, 𝐹 ∈  {0,1}𝐵, then 𝑇 is lower separated from 𝐹, if there is no element 𝒛 ∈ 𝑇 belonging to the lower shadow of 

some element of 𝐹. 
 

• Given the binary string 𝒂, if there is a  𝒛 ∈ 𝑇 such that 𝒂 ≤ 𝒛 , there is not a 𝒘 ∈ 𝐹 such that 𝒂 ≤ 𝒘 , and for each 𝒃 < 𝒂, there 

is 𝒘 ∈ 𝐹 such that 𝒃 ≤ 𝒘, then 𝒂 is called bottom point for the pair (𝑇, 𝐹). 
 

• Every positive Boolean function can be written in its unique, not redundant Positive Disjunctive Normal Form (PDNF) as the sum 

of its prime implicants: 𝑓(𝒛) =  ⋁ ⋀ 𝑧𝑗𝑗∈𝑃(𝐚)𝑎∈𝐴 , where 𝑃(𝒂) is the subset 𝐼𝐵 containing each 𝑖 such that 𝑎𝑖 = 1; 𝐴 is an antichain 

of {0,1}𝐵 and each 𝒂 is called the minimum true point. For example, the not redundant PDNF 𝑓(𝒛) =  𝑧1𝑧3 + 𝑧4 is obtained from 

antichain 𝐴 = {1010, 0001}. 
 

From these definitions, it follows that a method for finding 𝑓 must retrieve the set of minimum true points to be used from 𝑇 and 𝐹, 

in order to represent 𝑓 in its irredundant PDNF and it follows that the set of all bottom points for (𝑇, 𝐹) is an antichain, which elements 

are candidate minimum true points.  

The algorithm employed by LLM to produce implicants is called Shadow Clustering (Muselli et al., 2011). It generates implicants for 

𝑓 through the analysis of the Boolean lattice {0,1}𝐵. The algorithm selects a node in the diagram and generates bottom points (𝑇, 𝐹) 
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by descending the diagram: moving down from a node to another node is equivalent to changing a component from 1 to 0 and a bottom 

point is added to A when any further move down leads to a node belonging to the lower shadow of some 𝒘 ∈ 𝐹. 

In particular, the starting node is chosen between the 𝒛 ∈ 𝑇 ⊂  {0,1}𝐵 that do not cover any point 𝒂 ∈ 𝐴 such that 𝒂 ≤ 𝒛 (in other 

words the algorithm ends when each element in 𝑇 covers at least one element in 𝐴). Once 𝐴 has been found, it is possible that it 

contains redundant elements and consequently, it must be simplified in order to find 𝐴∗, from which the PDNF of the positive Boolean 

function 𝑓 can be derived. 

 

 

 

Figure 1: Boolean Lattice diagram. Source: Muselli et al., 2011 

 

Different versions of Shadow Clustering exist depending on the choice of the element to be switched from 1 to 0 at each step of the 

diagram descent. For example, Maximum-covering Shadow Clustering (MSC) at each step changes the i-th element that maximizes 

the associated potential covering, defined as the number of elements 𝒛 ∈ 𝑇 for which 𝑧𝑖 = 0. 

As concerns the selection of 𝐴∗  ⊂ 𝐴, a possible choice is to subsequently add to 𝐴∗ the element of 𝐴 that covers the highest number 

of points in 𝑇 that are not covered by any other element of 𝐴∗. The application of the Shadow Clustering algorithm (Algorithm 1) to 

the dataset after binarization shown in Table 2 produces the implicants: 

 

100011 which corresponds to 𝑧1 ∧ 𝑧5 ∧ 𝑧6 

011100 which corresponds to 𝑧2 ∧ 𝑧3 ∧ 𝑧4 
 

Then, the PDNF of the resulting Boolean function is the following: 𝑓(𝒛) = (𝑧1 ∧ 𝑧5 ∧ 𝑧6) ∨  (𝑧2 ∧ 𝑧3 ∧ 𝑧4) 
 

Algorithm 1 Shadow Clustering algorithm (bottom-up) 

Data: 𝑃(𝑥)  

𝐼 = 𝑃(𝑥); 

𝐴 = ∅; 

while 𝑰 ≠ ∅  do 

       choose 𝑖 ∈ 𝐼 and remove it from 𝐼 

       if there is 𝑦 ∈ 𝐹 such that 𝑝(𝐼 ∪ 𝐴) ≤ 𝑦 then add 𝑖 to 𝐴  

end  
Return 𝑝(𝐴). 
 

 

4.2.4) Rule generation 

 
In the last step, each implicant of the positive Boolean function 𝑓 is transformed into an intelligible rule, where, as said before, a 

function is generated for each output value, and then the consequent of the rules only depends on 𝑓. The transformation considers the 

coding applied during binarization. In particular, 𝒛 was obtained by concatenating the results of the mapping 𝜑𝑗(𝒙) for each 𝑗 =

1,… , 𝑑 and consequently it can be split into substring 𝒉𝑗 for each attribute, whose bit  𝑧𝑖 ∈ 𝒉𝑗 corresponds to a nominal value if 𝑋𝑗 is 

nominal, whereas it corresponds to an interval if 𝑋𝑗 is ordered. 

For each implicant, a rule in IF − THEN form is generated by adding a condition for each attribute 𝑋𝑗 as follows: 
 

• If 𝑧𝑖 = 0 for each 𝑧𝑖 ∈ 𝒉𝑗, then no condition relative to 𝑋𝑗 is added to the rule; 

• If 𝑋𝑗 is nominal, then a condition 𝑋𝑗 ∈ 𝑉 is added to the rule, where 𝑉 is the set of values associated with each 𝑧𝑖 ∈  𝒉𝑗 such that 

𝑧𝑖 = 0; 

• If 𝑋𝑗 is ordered, then a condition 𝑋𝑗 ∈ 𝑉 is added to the rule, where 𝑉 is the union of the intervals associated with each 𝑧𝑖 ∈  𝒉𝑗 

such that 𝑧𝑖 = 0. 
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For the implicant 100011 obtained in the previous step, 𝒉1 = 10 leads to the condition 𝑋1 ∈ (1700, 𝑖𝑛𝑓)  or  𝑋1 > 1700 and 𝒉2 =
0011 leads to the condition 𝑋2 ∈ {𝐶ℎ𝑒𝑐𝑘, 𝐴𝐶𝐻}. Then the rule relative to 100011 is: IF 𝑋1 > 1700 AND 𝑋2 ∈
{𝐶ℎ𝑒𝑐𝑘, 𝐴𝐶𝐻} THEN 𝑌 = 𝑂1 

 

For the implicant 011100 obtained in the step described previously, 𝒉1 = 01 leads to the condition 𝑋1 ∈ (−𝑖𝑛𝑓, 1700]  or  𝑋1 ≤ 1700 

and 𝒉2 = 1100 leads to the condition 𝑋2 ∈ {𝐶𝑎𝑠ℎ 𝑤𝑖𝑡ℎ𝑑𝑟𝑎𝑤𝑎𝑙, 𝐶𝑟𝑒𝑑𝑖𝑡 𝑐𝑎𝑟𝑑}. Then the rule relative to 011100 is: IF 𝑋1 ≤
1700 AND 𝑋2 ∈ {𝐶𝑎𝑠ℎ 𝑤𝑖𝑡ℎ𝑑𝑟𝑎𝑤𝑎𝑙, 𝐶𝑟𝑒𝑑𝑖𝑡 𝑐𝑎𝑟𝑑} THEN 𝑌 = 𝑂1 

 

If 𝑋𝑗 is ordered, conventionally the upper bound of the interval, if finite, is always included in the condition, whereas the lower bound 

is excluded. In order to generate the rule for the other class, it is sufficient to label 𝑂0 with 1 and 𝑂1 with 0. In the case of the multiclass 

problem, it is sufficient to decompose the problem into several bi-class problems for each of the sub-problems the target class is 

labelled with 1, and all the remaining with 0. 

 

4.2.5) Rule quality and class prediction 

 
The process described in the previous subsection implies that each element 𝒙𝑖 of the training set only satisfies rules associated with 

the output class of  𝒙𝑖, but since data are affected by noise, usually it is preferable to admit some errors in order for the model to be 

able to generalize. In order to permit a fraction of error, the descent of the diagram does not stop when a further move down leads to 

the lower shadow of some 𝒘 ∈ 𝐹, but still allowing it to go on until a further move leads to a node belonging to the lower shadow of 

a percentage element 𝒘 ∈ 𝐹 greater than a regularization parameter 𝜀𝑚𝑎𝑥. Then, it is usual that an element of the training set covers 

the rule of different classes. When it happens, the output class is established according to the relevance of the rules satisfied by it. 

 

In order to present relevance, the following quantities relative to a rule 𝑟 in the IF < 𝑝𝑟𝑒𝑚𝑖𝑠𝑒 > THEN < 𝑐𝑜𝑛𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒 > form are 

introduced: 

 

• 𝑇𝑃(𝑟) is the number of training set examples that satisfy both the premise and the consequence of the rule 𝑟; 

• 𝐹𝑃(𝑟) is the number of training set examples that satisfy the premise but do not satisfy the consequence of the rule 𝑟; 

• 𝑇𝑁(𝑟) is the number of training set examples that do not satisfy either the premise or the consequence of the rule 𝑟; 

• 𝐹𝑁(𝑟) is the number of training set examples that do not satisfy the premise and satisfy the consequence of the rule 𝑟. 

 

Please note that an example 𝒙𝑖 satisfies the premise of the rule 𝑟 if it satisfies all its premise conditions, whereas 𝒙𝑖 does not satisfy 

the premise of the rule 𝑟 if it does not satisfy at least one among its premise conditions. Combining these quantities, it is possible to 

compute quality measures for a rule 𝑟: 

 

Covering: 𝐶(𝑟) =  
𝑇𝑃(𝑟)

𝑇𝑃(𝑟)+𝐹𝑁(𝑟)
 (5) 

 

Error: 𝐸(𝑟) =  
𝐹𝑃(𝑟)

𝑇𝑁(𝑟)+𝐹𝑃(𝑟)
 (6) 

 

It is evident that the greater the covering, the more relevant the rule is; on the other hand, the smaller the error, the less relevant the 

rule is. Then, the relevance of a rule 𝑟 is obtained by combining  𝐶(𝑟) and 𝐸(𝑟): 𝑅(𝑟) = 𝐶(𝑟)(1 − 𝐸(𝑟)). 
 

Once the relevance of the rule is defined, it is possible to use it to compute a score 𝑆(𝒙𝑖, 𝑜) for each class 𝑜 that measures how likely 

it is that 𝑦𝑖 = 𝑜: 

 

𝑆(𝒙𝑖 , 𝑜) =  ∑ 𝑅(𝑟)𝒓∈ℛ𝑜
𝑖  (7) 

 

with ℛ𝑜
𝑖 = {𝑟 | 𝑟 ∈ ℛ, 𝑟 ≤ 𝒙𝑖 , 𝑂(𝑟) = 𝑜}, where ℛ is the complete ruleset,  𝑟 ≤ 𝒙𝑖 denotes that 𝒙𝑖 satisfies the premise of the rule. 

On the other hand, to obtain a measure of relevance R(c) for a condition c included in the premise part of a rule r, the rule r' can be 

considered, obtained by removing that condition from r. Since the premise part of r' is less stringent, we obtain that E(r') ≥ E(r) so 

that the quantity R(c) = (E(r')–E(r))C(r) can be used as a measure of relevance for the condition c of interest. 𝑂(𝑟) = 𝑜 denotes the 

consequence of 𝑟 predict class 𝑜. Then ℛ𝑜
𝑖  is the set of rules satisfied by 𝒙𝑖 that predict class 𝑜. From the scores of each output class, 

it is possible to define the probability that 𝑦𝑖 = 𝑜: 

 

𝑃(𝑜 | 𝒙𝑖) =
𝑆(𝒙𝑖,𝑜)

∑ 𝑆(𝒙𝑖,𝑘)𝑘∈𝑂
 (8) 

 

Then the selected output is the one that maximizes the output probability: 𝑦̃𝑖 = 𝑚𝑎𝑥
𝑜

𝑃(𝑜 |  𝒙𝑖) 

 

4.2.6) Feature ranking 
 

For every ordered variable xj  Z, let us denote with  𝑀𝑗 − 1  the collection of all the thresholds 𝛾jl involved in the conditions of rules 

rk; through these thresholds the domain of the component xj is subdivided into  𝑀𝑗 adjacent intervals [–∞,𝛾j1], (𝛾j1,𝛾j2], …, (𝛾j,l–1,𝛾ji], 

…, (𝛾𝑗 𝑀𝑗−1, +∞]. Let us denote with Jj1, Jj2, …, 𝐽𝑀𝑗  these intervals, so that Jj1 = [–∞,𝛾j1], Jj2 = (𝛾j1,𝛾j2], etc. 
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Now, if a rule rk  ℛ𝑜
 = {𝑟 | 𝑟 ∈ ℛ, 𝑂(𝑟) = 𝑜} for the output class 𝑜  (i.e. whose consequence part is y = 𝑜 ) includes a condition 

ckl, with relevance R(ckl), involving the ordered component xj, the points of mkl of the  𝑀𝑗 adjacent intervals verify that condition. For 

instance, if the condition ckl is xj ≤ 𝛾j3, the points of the mkl = 3 intervals Jj1, Jj2 and Jj3 satisfy ckl. It is then possible to retrieve a measure 

of relevance Rk
o(Jji) for each interval Jji, with respect to the output class 𝑜, by looking at the quantities R(ckl) of the conditions ckl, that 

are included in rules rk, that involve the component xj, and are verified by points of Jji. In particular, if a condition ckl involving xj is 

satisfied by mki of the Mj adjacent intervals, the relevance quantity that can be attributed to each of these intervals is Rk
o(Jji) = R(ckl)/mkl. 

By collecting all the relevancies derived from all the rules rk  ℛ𝑜
 including a condition ckl on the component xj, we can obtain the 

measure of relevance Rh(Jji) of the interval Jji with respect to the output class  𝑜: 

 

𝑅𝑜(𝐽𝑗𝑖) = 1 − ∏ (1 − 𝑅𝑘
𝑜(𝐽𝑗𝑖))

𝑟𝑘∈ℛ𝑜
 

      (9) 

 

Starting from Eq. (9) a measure of relevance Ro(xj) for the component xj (with respect to 𝑜) can be derived by considering the variation 

of Ro(Jji) over the Mj adjacent intervals Jj1, Jj2, …, 𝐽𝑀𝐽.  In fact, if Ro(Jji) does not change so much in these intervals, then different 

thresholds are essentially used to determine parts of the input domain where the behavior of the model g(x) is similar. This means that 

the variable xj has little discriminant power among different classes, but it characterizes the input domain with respect to g(x) for the 

output class 𝑜. 

A possible way of measuring the variation of a quantity is to consider its standard deviation σ; therefore, we have: 

 

𝑅𝑜(𝑥𝑗) =  𝑀𝑗  𝜎𝑗 (𝑅
𝑜(𝐽𝑗𝑖))         (10) 

 

where σj stands for the standard deviation over the  𝑀𝑗 intervals Jj1, Jj2, …, 𝐽 𝑀𝑗.  

A sign for Ro(xj), which indicates if the variable xj is directly (if the sign is positive) or inversely (if the sign is negative) correlated 

with the output class 𝑜 , can also be retrieved by looking where higher values of Ro(Jji) are located. In particular, if higher values of 

Ro(Jji) occur at higher (resp. lower) i then the variable xj is directly (resp. inversely) correlated with the output class 𝑜.  

Hence, a procedure for deriving the sign of Ro(xj) consists in subdividing the product of (1) in two parts: the first one, denoted with 

Ro−(Jji), contains terms Rk(Jji) originated by conditions ckl of the form xj ≤ 𝛾ji, whereas Ro+(Jji) includes terms Rk(Jji) derived by 

conditions ckl of the kind xj > 𝛾ji. As for conditions ckl of the form 𝛾𝑗𝑖1 < 𝑥𝑗 ≤ 𝛾𝑗𝑖2  terms Rk(Jji) for i ≤ (i1+i2)/2 (resp. i > (i1+i2)/2) are 

inserted into Ro−(Jji) (resp. Ro+(Jji)). With these definitions, the sign of Ro(xj) becomes negative if Ro−(Jji) < Ro+(Jji) and positive in the 

opposite case. 

If the variable xj is nominal, then equation (1) can still be used to determine measures of relevance Ro(Jji) if Gj = {vj1, vj2, …} is the 

collection of the possible values assumed by xj and Jji = {vji}, for i = 1, 2, …, |Gj|. In this case equation (9) becomes: 

 

𝑅𝑜(𝑥𝑗) = |𝐺𝑗|𝜎𝑗 (𝑅
𝑜(𝐽𝑗𝑖))           (11) 

 

a sign for Ro(xj) cannot be determined and is therefore always considered as positive. 

If the (absolute) maximum over the q output classes of the quantities Ro(xj) is greater than 1, then all the relevancies Ro(xj) are 

normalized to this maximum so that their values lie in the range [0,1]. By averaging the quantities Ro(Jji) and Ro(xj), for o = 1, …, q, 

we can obtain absolute measures of relevance R(Jji) and R(xj) (independent of the output class 𝑜) for Jji and for the variable xj: 

𝑅(𝐽𝑗𝑖) =
1

𝑞
∑𝑅𝑜

𝑞

𝑜=1

(𝐽𝑗𝑖)     ,     𝑅(𝑥𝑗) =
1

𝑞
∑𝑅𝑜

𝑞

𝑜=1

(𝑥𝑗) (12) 

 

In short, as regards Logic Learning Machine models, feature importance can be analyzed based on the generated rules and their 

frequency and predictive strength.  In fact, the Logic Learning Machine does not use coefficients such as the Logistic task or the 

number of the splits like the Decision tree task, but instead, its feature importance is based on the relevance of the features in the 

ruleset extracted from the model. By using feature ranking applied to LLM, it is possible to inspect the presence and weight of 

attributes in the final ruleset. This task provides an analysis of the feature importance by counting how many times a feature appears 

in the model rules and generates a ranking of features, showing which ones had the greatest impact. The more a feature appears in 

important rules, the more impact it has on model decisions. 

 

4.3) Evaluation metrics 

 
As previously stated, the objective of this study was to confirm whether the combination of Machine Learning algorithms with 

heuristic rules could lead to an improvement of the results in the detection of fraudulent transactions. Therefore, our aim was to analyze 

and find sensible heuristic rules that could somehow bring an improvement both in terms of precision and explicability of the results.  
In writing and selecting the rules, we therefore tried to combine the information deriving from regulations and from the SAML-D 

paper, to obtain a general picture of the topic and to summarize this information within our personal ruleset.   
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In order to evaluate the performance of the heuristic rules, we employed the "covering" and "error" statistics previously analyzed (see 

Eq. 5 and 6). The covering describes the percentage of samples that are covered by that rule, in a class, compared to the total samples 

in that class. We want this value to be the highest possible, i.e. ≈ 1. The error, on the contrary, measures the percentage of errors within 

the covering of the rule, i.e. how often the rule is wrong within the covering. In this case we aim to obtain a small error, i.e. ≈ 0. These 

statistics were computed to later calculate further metrics that allowed us to select only the best performing rules and group them 

together. 

In this phase, the preliminary step was to compute specific metrics in order to filter and pick only the best rules for each of them. To 

this aim, we used the error and covering statistics we previously calculated. Specifically, we computed the following metrics: 

 

• Error/Covering: this metric simply performs the ratio between the two core statistics. It indicates the proportion of error compared 

to how much the rule is applicable in the dataset. Since we wanted our rules to maximize the covering and minimize the error, we 

consequently selected only those rules who scored the lowest results for this metric; 

 

• Score: this metric is useful for balancing precision and generalization. Specifically, it “discounts” the covering for the error. The 

formula to describe it is: 

 

𝑆𝑐𝑜𝑟𝑒 = 𝐶𝑜𝑣𝑒𝑟𝑖𝑛𝑔 ⋅ (1 − 𝐸𝑟𝑟𝑜𝑟) (13) 
 

• Score (1): this is an alternative version of the previous score metric. In this case we reduce the weight of the covering based on 

the ratio between error and covering. The formula to describe it is:  

 

𝑆𝑐𝑜𝑟𝑒1 = 𝐶𝑜𝑣𝑒𝑟𝑖𝑛𝑔 ⋅ (1 − 𝐸𝑟𝑟𝑜𝑟 𝐶𝑜𝑣𝑒𝑟𝑖𝑛𝑔⁄ ) (14) 

 

The aim at this point was to rank the rules according to the metrics just described, to select only the best performing ones for each of 

them. Consequently, we filtered the first 10 rules which scored the best and selected them to later complement the classification 

models in the merging phase between heuristics and Machine Learning.  

As an example of one of the best-performing rules identified, we present the "AMLCheckUAE" rule. This rule was selected based on 

its high covering and low error, reflecting its effective application in detecting potentially fraudulent transactions. The rule flags 

transactions as fraudulent if either the sender’s or receiver’s bank location is in the United Arab Emirates (UAE), and if the transaction 

amount exceeds the defined threshold for specific payment types. The logic behind this rule stems from the known risks associated 

with high-value transactions in particular locations and payment methods. By applying this rule, we are able to identify potentially 

suspicious transactions and flag them as fraudulent.  

In general, the results seem to show that the best rules obtained are quite specific, in the sense that they capture very few fraud cases 

in the dataset. This is not necessarily a bad thing but this lack in intercepting fraudulent instances may indicate a scarce relevance in 

terms of improvement of results. In other words, the most prominent heuristic rules we defined are generally very small, that is, they 

have a negligible weight compared to what classification algorithms can achieve (they are often precise but have little generality).  

To compare the employed classification models' performance, we adopted several evaluation metrics. Each of them provides specific 

information on the prediction quality, allowing for an extensive analysis of the results. This was done to discriminate against the model 

and the specific parameterization which performed best among all the ones we implemented. 

 

• AUC: The AUC (Area Under the Curve) measures the ability of a model to distinguish between two target classes, in this case 

between being a laundering transaction or a normal one. It is computed exploiting the Receiver Operating Characteristic (ROC) 

curve, which represents, for different thresholds, the tradeoff between the True Positive Rate (TPR), also known as sensitivity, 

and the False Positive Rate (FPR). In this study we have implemented it by applying the roc function to the score of the model 

predictions. The results in terms of AUC vary in the range [0.5, 1], where the left bound indicates a non-discriminating model, 

while the right one denotes a perfectly discriminating model. 

 

• Precision: The Confusion matrix shows the number and percentage value of correctly and incorrectly classified observations. In 

this context, the precision statistic measures the proportion of correct positive predictions with respect to the total number of 

positive predictions made by the model. In mathematical terms, this is defined as: 

 

                                                                              𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (15)   

 

High values of this metric indicate that the model is effective at reducing false positives, meaning it rarely misclassifies normal 

transactions as fraudulent. Optimizing precision is crucial in fraud-detection analysis, mainly because false alarms generate a 

cost for the agency that controls suspicious cases. Therefore, the main goal is to reduce the number of false positives and 

improve the overall effectiveness of the model. 

 

• Youden J statistic: This statistic measures a classification model's ability to discern between two classes. In mathematical 

terms, it is described as: 

 

𝐽 = 𝑇𝑃𝑅 + 𝑇𝑁𝑅 − 1 (16) 
 

It combines the model sensibility, captured by the true positive rate, with its specificity, indicated by the true negative rate, into a 

synthetic index. Youden's J statistic has proven to be a very useful index for two main reasons. First of all because it is not affected 
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by class imbalance which, as we know, is a problem affecting SAML datasets, and second because it is only valid for binary 

classification problems. Its value ranges between [-1, 1], where J=0 indicates that the model has no discriminating ability (it has the 

same behavior as the random case); J=1 denotes a perfect classifying model which commits no errors; whilst negative values signal 

rare pathological cases where the model performs worse than the random case.  

 

4.4) SAML Dataset at a glance  

 
To address the analyzed problem, the dataset used was the Synthetic AML Dataset (SAML-D), available on Kaggle (Oztas et. al, 

2023). SAML-D incorporates 12 features and 28 typologies of transactions (see Appendix B), split between 11 normal and 17 

suspicious, making it one of the most comprehensive synthetic AML datasets available. These typologies have been selected based 

on existing datasets, academic literature, and interviews with AML specialists.  

For the construction of SAML dataset certain rules and filters were implemented. In particular, the generation process of both “normal” 

and “suspicious” transactions involved two methods: the agent-based approach and the typology-based approach. This implies that 

the dataset includes prior assumptions about what constitutes normal and suspicious behaviors. For instance, fraudulent transactions 

are generated exploiting specific typologies like “structuring” or “deposit and send” which are characterized by specific patterns. 

As a result, given the artificially encoded structure of these typologies, Machine Learning models trained on this dataset could partially 

learn to recognize these specific patterns rather than truly uncover novel laundering strategies. Consequently, this could limit the 

model’s ability to generalize when applied to real-world data, which could feature new laundering behaviors not covered by the 

typologies simulated in the generation process (Oztas et. al, 2023). 

In order to add complexity and realism to the data, observations include innovative features such as the geographic location of 

accounts, which also contains high-risk countries in the AML field, and high-risk payment types. In this sense, complexity and realism 

are also achieved by making fraudulent accounts carry out a wide range of money laundering types in addition to normal transactions 

(Oztas et al., 2023). Lastly, since the dataset was created with a focus on the United Kingdom, the prevalence of its observations, 

99.72% if considering both inwards and outwards transactions, is therefore located in the UK. 

The dataset comprises 9,504,852 transactions, of which 0.1039% are suspicious, thus showing a great class imbalance. This generally 

poses serious concerns in classification problems as the Machine Learning model implemented could develop bias towards the 

majority class, in this case non-fraud transactions.  In other words, this can lead to a model that poorly learns the minority class, the 

one we are interested in, because it has few examples in the dataset. 

When working with heavily unbalanced datasets, the absence of corrective actions can lead to sub-optimal results or misinterpretation 

of them. In particular, high false negative rates are likely to be obtained, as models tend to favor the majority class, partially or totally 

ignoring the minority one. This can make some common metrics, such as accuracy, unrepresentative of the model's real predictive 

capacity. Therefore, in these cases, it is essential to be aware of this issue and adopt appropriate metrics that take into account the 

imbalance. Moreover, it is also crucial to consider the impact of such an imbalance when comparing different models or between 

different parameterizations to avoid misleading conclusions based on poorly informed indicators. 

 

 

 
 

Figure 2: SAML-D at a glance. 

 

An ongoing challenge in the AML framework is comparing the results of different Machine Learning algorithms, since the relative 

experiments are often conducted using datasets with distinct characteristics (Oztas et al., 2022). Thus, the main objective of the 

researchers who created the SAML-D dataset was to address this challenge by providing peer researchers with a challenging 

benchmark for evaluating classification models and enabling consistent results comparison, consequently supporting more meaningful 

analysis. Furthermore, SAML-D also aims to overcome the lack of data for AML analyses, mostly due to legal and privacy limitations 

that severely limit researchers’ possibilities (Jullum et al., 2020). 

 

4.5) Implementation and comparison of classification models 

 

In this section, we describe the practical application of the models in the project, with particular attention to their general functioning 

and the reasons that guided their implementation. In this sense, after finding the best configuration, the main objective was to evaluate 

the performance of the Logic Learning Machine task in two different scenarios: 

 

• Pure Machine Learning: In this setup, the Logic Learning Machine task is used considering exclusively the initial core attributes 

of SAML-D, without the integration of additional features based on heuristic rules (this type of models is called “Pure”). The 
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underlying idea was to set a sort of benchmark for this type of classification so that we could compare the results coming from 

other configurations of the LLM and check whether we obtained any improvements. 

 

• Combination of Machine Learning and heuristic: In this case the Logic Learning Machine task is used on the "enriched" dataset 

we created by adding the features derived from the application of heuristic rules. The aim was to check and consequently gauge 

potential improvements in the accuracy and interpretability of the results, provided by the introduction of the heuristic rules. This 

procedure is carried out for two different model variants: the first containing all the heuristic rules we defined (the so-called “All” 

models), and the second one only containing the set of best rules we previously selected (the so-called “Best Rules” models). This 

was done to verify whether the Logic Learning Machine task worked better by using all the available information or only by 

providing it with a part of the total, i.e. the qualitatively better information.    

 

In parallel to this analysis, we also proposed an additional study, using both the Decision tree and the Logistic classification tasks, 

following the same process proposed for the Logic Learning Machine. This was done primarily to obtain an accurate reference 

benchmark to compare the results and reach a more comprehensive view of the phenomenon.   

In the integration phase between the Logic Learning Machine and the heuristic ruleset, the solution adopted consists in including the 

attributes derived from the heuristic rules among the input features, allowing the model to independently manage their information 

content. Subsequently, after the forecast phase, we manually intervene on the prediction, setting the predicted value as “fraudulent” 

every time a reasonable number of heuristic rules occurs, regardless of the result produced by LLM. This operation is handled by a 

module that assigns the value "1" every time one of the selected heuristic rules applies. If the sum of such applications exceeds a 

predefined threshold, the module sets the score value of the observation equal to "1"; otherwise, it retains its original value. Basically, 

we assign absolute priority to heuristic rules, considering their weight higher than those extracted by the model. However, this forcing 

process only occurs for a small subset of rules with an extremely low error (≤0.001), which makes them almost flawless. This means 

that, although these rules rarely fire in the dataset, when they do, we consider them foolproof. 

In parallel with this strategy, we also analyzed the binarization of the model. In fact, the standard cutoff of 0.5 for the score may not 

be optimal, especially in a fraud detection context with highly unbalanced classes. In these cases, the model generally tends to assign 

lower scores to most observations, leading the default threshold to ignore many frauds and generate a high number of false negatives. 

To improve the separation between classes, we therefore adopted a new threshold calculated in a data-driven way, exploiting the 

Youden index, which identifies the optimal balance point between recall and specificity. Once we obtained the new cutoff, we then 

re-binarized the model using this optimal threshold and computed the AUC metric and the confusion matrix to evaluate the models.  

 

4.6) Self-coding development - Rulex Platform 
 

The so-called self-code platforms are programs that combine the visual approach of no-code programs, i.e. a straightforward 

WYSIWYG (What You See Is What You Get) interface, with the possibility of developing complex projects thanks to the fact that 

the platform automatically writes the underlying code. The Rulex Platform is a clear example of a self-code platform, as it offers both 

a simple and intuitive drag and drop interface and optimized code for every operation it performs in its tasks.  

Each executed action, such as data transformation, model creation and custom calculations, is traced and saved in an interactive history 

table and every step made can be saved, re-executed, undone or deleted. Each single operation can be inspected, making the code 

behind it visible. In the Rulex Platform, operations are carried out by linking together different blocks which perform specific 

operations following the direction of the flow. This allows to create a clear and organized succession of computations. 

While being a low-code platform, the Rulex Platform offers many tools for implementing advanced customization, thanks to its built-

in functions and formulas that can be directly configured by the user. Each individual function, formula and customizable parameter 

can be examined inside the specific task, allowing the user to access the relative documentation and better comprehend the tool being 

used. Another key feature of the Rulex Platform is that it includes Machine Learning tasks such as the Logic Learning Machine task, 

which allows to implement in depth analysis and evaluate models without the need of writing complex programming algorithms. 

In short, the Rulex Platform is a versatile user-friendly tool that allows anyone to work with data and perform in-depth analysis, 

regardless of his initial set of programming skills. The combination of its intuitive interface and wide range of internal tasks makes it 

a valid tool both for business and academic contexts.  

 

4.7) Flow in the Rulex Platform 
 

In this section we briefly analyze the structure of the flow, describing its main components. A synthetic diagram of the flow is provided 

in Figure 3. 

 

 
Figure 3: Schematic flow diagram. 
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After importing the dataset, we implemented the moving window aggregations. The moving window task performs data aggregations 

over defined time intervals, leveraging measures such as minimum, maximum, mean, and median. This operation can be applied to 

present, past, or future time frames, with the latter two achieved by shifting the window backward or forward by a fixed time delta. In 

this study, we employed both present and past aggregations to enable comparative analysis and identify potential suspicious 

differences in accounts’ behaviors. The aggregated data generated through this process was stored in new attributes, which were 

subsequently used in the heuristic rule application phase. This step was conducted using the rule engine task in the Rulex Platform, 

which combines the information coming from a dataset with a predefined set of rules. The latter produces new attributes containing 

the flags raised by each individual rule, whenever a fraudulent pattern is detected. 

The rule application phase served a dual purpose: first, to evaluate the heuristic ruleset by computing metrics such as covering, error, 

and their related performance indicators; second, to generate an expanded version of the original dataset, incorporating the outputs of 

the rule evaluation. This enhanced dataset was then used as input for the subsequent classification tasks. For consistency and to assess 

the added value of the heuristic ruleset, the same classification procedure was also applied to the original dataset, enabling a direct 

comparison of the results. A simplified representation of the flow developed in the Rulex Platform regarding the implementation of 

the three classification algorithms is provided in Figure 4. As described, the same was performed both on the original SAML dataset 

and on its enriched version containing heuristic. 

 
Figure 4: Simplified representation of the Decision Tree, Logistic and Logic Learning Machine classification flow. 

 

5) Results 
 

In this section, we present the results obtained in the various configurations of the models analyzed previously. Table 3 reports the 

performance of the baseline “Pure” models, providing a reference point for comparison with subsequent ones. In particular, the AUC 

values on the training and test sets (denoted with “AUCtraining” and “AUCtest” respectively) and the computation times for the training 

and testing phases (denoted with “ttraining” and “ttest” respectively and measured in seconds) are examined and compared.  

 

 AUCtraining AUCtest ttraining ttest 

LLM Pure 0.786 0.773 5125 205 

Logistic Pure 0.761 0.770 297 325 

DT Pure 0.687 0.677 627 15 

 

Table 3: “Pure” models results comparison. 
 

Table 4 shows the results of the models integrating the heuristic rules. The models marked with (*) indicate those in which the heuristic 

rules have been forced and the binarization has been updated, based on the optimal values obtained through the Youden index. 

 

 AUCtraining AUCtest ttraining ttest 

LLM All 0.861 0.841 19261 161 

LLM All (*) 0.861 0.840 19261 161 

Logistic All 0.830 0.828 524 306 

DT All 0.687 0.677 635 16 

LLM Best Rules 0.787 0.778 11281 124 

LLM Best Rules (*) 0.787 0.778 11281 124 

Logistic Best Rules 0.761 0.770 138 289 

DT Best Rules 0.687 0.677 591 14 
 

Table 4: “All”, “Best rules” and “(*)” variants models results comparison. 
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Figure 5: LLM “Pure”, “All Rules” and “Best Rules” models AUC comparison. 

 

In this context, it is also particularly useful to analyze ROC curves, as they represent the visual and conceptual counterpart of the 

AUC. Studying these two elements together provides a more complete view of the discriminative capacity of the model. 

The AUC, in fact, makes it possible to assess the goodness-of-fit of the predictive score in a global manner, as it considers the 

performance of the model for each possible cutoff.  

In contrast, point metrics such as the Youden J index focus on a specific cutoff, providing a ‘snapshot’ of performance at that point, 

but neglecting the overall behavior of the model. 

The latter measures the vertical distance from the random classification line (the bisector starting at point (0,0)) and is therefore a 

useful tool to identify the optimal balance point between sensitivity and specificity. 

In particular, maximizing it allows us to identify the most diagnostically effective decision threshold.  

Figures 6, 7 and 8 show the ROC curves on the test set for the models presented in Figure 5.  

The first thing that catches the eye when analyzing the results is the inferiority of the Decision tree models compared to the others, in 

terms of AUC. 

However, this outcome was somewhat predictable, considering the intrinsic limitations of the methodology, particularly in contexts 

characterized by strong class imbalance, such as the one analyzed here. 

In such settings, the Decision tree tends to perform poorly, as the algorithm is heavily influenced by the initial root-split, which in turn 

conditions all the subsequent splits, inevitably compromising the model’s ability to effectively detect the minority class (i.e. fraudulent 

cases). 

As a result, Decision tree models fail to produce truly informative trees, substantially returning the same output across all three 

configurations: "Pure", "All", and "Best Rules". 

This highlights a clear limitation, making this methodology not particularly useful for a meaningful comparison with the other 

methods. 

In short, given the significant performance gap, to allow a fairer and more reasonable comparison, the subsequent comparative analysis 

will focus primarily on the Logistic and Logic Learning Machine models. 

 

 
Figure 6: LLM “Pure” ROC curve. 
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Figure 7: LLM “All” ROC curve. 

 

 

 

  
 

Figure 8: LLM “Best Rules” ROC curve. 
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5.1) Confusion matrices 

 
To correctly interpret the results obtained from the confusion matrices, it is essential to remember the starting point of the original 

dataset. The latter, as already highlighted, presents a strong class imbalance, with only 0.1% of fraudulent cases.  

Consequently, apparently low precision values are not necessarily disappointing, but instead they represent a significant improvement 

compared to random classification. For example, a precision of 1%, which may seem unsatisfactory at first sight, actually indicates a 

model ten times more precise than a random classification. 

In general, the results obtained for precision and recall statistics tend to be extreme in opposite directions: either very low precision 

with high recall is recorded, or the opposite occurs. This imbalance makes both metrics uninformative for a significant descriptive 

analysis. For a more balanced evaluation, it is more appropriate to consider a synthetic indicator such as Youden's J statistic, which 

measures the discriminating capacity of the model, without privileging a single aspect, as precision and recall do. This allows for a 

more reliable evaluation of the overall effectiveness of the model, avoiding misleading interpretations due to unilaterally optimized 

metrics. A summary of the results is reported in Table 5: 
 

 

 Youden’s J statistic 

LLM Pure 0.151 

Logistic Pure 0.005 

LLM All 0.318 

LLM All (*) 0.575 

Logistic All 0.006 

LLM Best Rules 0.173 

LLM Best Rules (*) 0.430 

Logistic Best Rules 0.005 

 

Table 5: “Pure”, “All”, “Best rules” and “(*)” variants Youden's J statistic results comparison. 

 

From the results reported in Table 5, it clearly emerges that the Logic Learning Machine models’ configurations obtain the best 

performance. In particular, the LLM All (*) model stands out with a value of 0.575, showing a good discriminating capacity and 

demonstrating to be the most effective model in this setting, also considering the strong results previously observed in terms of AUC. 

In this case, the combination of the Logic Learning Machine and heuristic rules resulted in the generation of 243 rules. The best five 

rules, in terms of covering, are reported in Table 6. These rules are defined by the following conditions: as can be observed, many of 

these rules contain conditions regarding the transaction amount and payment types, suggesting the high informational value of these 

attributes for detecting suspicious behaviors. Some rules also contain conditions that exploit heuristic attributes regarding historical 

aggregation (e.g. “PayType1D1M” in rule #4), indicating that also the temporal evolution of transactions plays a relevant role in the 

identification of anomalies.   

 
 Cond. #1 Cond. #2 Cond. #3 Cond. #4 Covering 

Rule #1 “Amount” > 2033.765 “Payment_currency” in [UK pounds] “Payment_type” in [Cash Deposit] “CurPairs1M1M H” in [No] 11.206 

Rule #2 “Amount" > 2564.305 “Payment_type" in [Cash Deposit]   9.122 

Rule #3 
“Payment_type" in [Cash 

Withdrawal] 
“PayType1W1W H" in [No]   8.664 

Rule #4 “Amount" > 177.865 
“Payment_type" in [Cash Deposit, 

Cash Withdrawal] 
“PayType1D1M" in [Yes]  7.732 

Rule #5 “Amount" <= 16434.655 “Payment_currency" in [UK pounds] 
“Payment_type" in [Cheque, Credit 

card, Debit card] 
“PayType1M1M H" in [No] 6.83 

 

Table 6: LLM “All (*)” first best rules in terms of covering. 

 

6) Conclusions 

 
To choose the most suitable model, it is essential to adopt an objective-based approach, that is, to identify the most appropriate trade-

off between two opposite scenarios, depending on the specific needs of the case. On the one hand, if the main objective is to identify 

fraudulent cases with maximum precision, it is appropriate to adopt models characterized by high levels of precision. However, this 

strategy involves an inevitable trade-off: a reduction in recall, with the risk of labeling many fraudulent cases as false negatives. This 

approach is particularly suitable when the system is unable to handle a large number of reports and must therefore prioritize the quality 

of identifications over quantity.  

In real case scenarios, however, the main problem is not false negatives, which represent a necessary trade-off, but rather false 

positives, which can generate high costs and inefficiencies, without leading to an actual improvement in fraud detection. 

On the other hand, if you want to preserve recall, i.e. maintain the maximum possible number of fraud reports, you need to opt for 

more balanced models. This choice allows you to intercept a greater number of illicit activities but also involves an increase in 

operational costs and potential inconvenience for customers. In our analysis, the model that has demonstrated the most balanced 

performance, and is therefore the most suitable choice for this scenario, is LLM All (*). 
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In short, the selection of the most appropriate model essentially depends on two factors that must be carefully balanced: the operational 

costs related to the management of reports and the number of frauds actually detected and reported.    

This paper confirmed the results reported in the literature, demonstrating how the integration between Machine Learning and heuristic 

rules can significantly improve the predictive performance of classification models. In this specific case, with the adopted 

parameterizations, Logic Learning Machine models proved to be the best choice for fraud detection, clearly outperforming the 

Decision tree and Logistic regression algorithms. Among these, the most balanced and performing model was found to be LLM All 

(*), as it best combined the advantages of heuristic information with the benefits deriving from rule forcing and re-binarization. 

Although the results obtained are very promising, there is still room for improvement. Specifically, a fundamental evolution concerns 

the continuous updating of the ruleset, introducing new rules to counter the evolution of money laundering techniques and 

guaranteeing a constantly effective detection system. Finally, a crucial step will be to replicate the analysis on new compatible 

transaction datasets. The money laundering problem is highly dependent on the quality and variety of available data, which implies 

that the performance of a model can vary significantly based on the information used for training and testing. Testing models on 

different datasets would allow to obtain more stable results and to conduct a more solid and coherent analysis. 

Further developments could also explore the adoption of alternative model configurations specifically designed to maximize precision. 

while preserving an acceptable level of recall. By accurately analyzing and selecting the right value for the “confidence” parameter of 

the models, it is indeed possible to boost precision metric and control the trade-off with recall, tailoring the model's behavior to 

operational constraints. Moreover, the fine-tuning of heuristic rules through the Rule Enhancer module, a Rulex tool capable of 

automatically adjusting thresholds and nominal values based on a user-defined metric, may become a key tool for optimizing model 

performance according to specific goals. Finally, following recent calls for greater attention to safe machine learning (Giudici, 2024), 

future work could investigate the adoption of alternative model configurations specifically designed not only to enhance precision, 

but also to ensure robustness, transparency, and the integration of safety-oriented evaluation criteria. 
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Appendix A – Table of letters and symbols 

 
𝑌 ∈ {𝑂0, 𝑂1, … , 𝑂𝑞−1} Explanatory categorical variable with q classes (q= 2 is a bi-class problem) 

𝑞 Number of classes of 𝑌 

𝑂0, 𝑂1, … , 𝑂𝑞−1 Labels of the classes of 𝑌 

𝑋 = 𝑋1, … , 𝑋𝑗 , … , 𝑋𝑑 Features  

𝑑 Number of features 

𝑦𝑖  , 𝑖 = 1, … , 𝑛 Output of sample 𝑖 

𝑥𝑖𝑗     , 𝑖 = 1, … , 𝑁𝑟𝑜𝑤   , 𝑗 = 1, … , 𝑑 Dataset dimension [n, d] 

𝑆 = {(𝑥𝑖 , 𝑦𝑖)}𝑖=1
𝑛  Training set 

𝑔(𝑥) Model  

𝜓𝑗 Mapping from continuous domain to discrete domain of j-th variable 

𝑀 Number of discretization intervals  

𝐼 𝑀 = 1,… ,𝑀 Set of positive integers up to M 

𝜸𝑗 = (𝛾𝑗1, … , 𝛾𝑗𝑚, … , 𝛾𝑗𝑀𝑗−1) (Mj − 1) cutoffs of variable Xj 

𝑀𝑗 Number of discretization intervals of variable 𝑋𝑗 

𝝆𝑗 = (𝑝𝑗𝑙 , ∀ 𝑙 = 1,… , 𝛼𝑗) the vector of all the αj values for input variable j in ascending order 

𝛼𝑗 Number of distinct values of 𝑋𝑗 

𝜑𝑗 Mapping for transformation of discretized domain into a binary domain 

𝑢, 𝑣 𝑢 < 𝑣 if and only if 𝜑𝑗(𝑢) <  𝜑𝑗(𝑣) 

𝒛,𝒘 ∈ {0,1}𝑀𝑗  Elements of a string having a bit for each possible value in 𝐼𝑀𝑗 

𝒛𝑖  ∈ {0,1}
𝐵 ; 𝜑𝑗(𝒙𝑖) = 𝒛𝑖 Binarization of x 

𝒛𝑖 Obtained by concatenating φj(𝐱i) for j = 1, … , d. 

𝐵 = ∑ 𝑀𝑗
𝑑

𝑗=1
 

Sum of the number of discretization intervals for j = 1, … , d. 

𝑆′ = {(𝒛𝑖 , 𝑦𝑖)}𝑖=1
𝑁  Binarized Training Set 

𝑁 Number of rows in training set 

𝒉 ∈ {0,1}𝑀𝑗  Having all bits equal to 1 except the k-th bit which is set to 0 

𝑓 Boolean function 

𝑇 T is the set containing (𝐳i, yi) with yi = 1  

𝐹 F is the set containing (𝐳i, yi) with yi = 0 

𝜂 Number of terms in definitions of AND OR 

𝐚 ∈ {0,1}𝐵 Vector of zeros or ones of length “B” 

𝐴 ⊂ 𝐼𝐵 Antichain 

𝐴∗ Simplified A , A∗  ⊂ A 

𝑃(𝒂) The subset IB containing each i such that ai = 1 

𝑈(𝒂) Upper shadow of 𝐚, 

𝐿(𝒂) Lower shadow of 𝐚, 

𝒉𝑗 𝐳 was obtained by concatenating the results of the mapping φj(𝐱) and it can be 

split into substring 𝐡j for each attribute 

𝑉 The set of values associated with each zi 

𝑟 Rule 

𝐶(𝑟) Covering of rule r 

𝐸(𝑟) Error of rule r 

𝑇𝑃(𝑟), 𝐹𝑃(𝑟), 𝑇𝑁(𝑟), 𝐹𝑁(𝑟) True positive, false positive, True negative, and false negative for rule 𝐫 

𝜀𝑚𝑎𝑥 Regularization parameter 

𝑅(𝑟) Relevance 

ℛ Complete ruleset 

ℛ𝑜
 = {𝑟 | 𝑟 ∈ ℛ, 𝑂(𝑟) = 𝑜 Set of rules that predict class o 

ℛ𝑜
𝑖 = {𝑟 | 𝑟 ∈ ℛ, 𝑟 ≤ 𝒙𝑖, 𝑂(𝑟) = 𝑜} Set of rules satisfied by 𝐱i that predict class o 
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𝑆(𝒙𝑖 , 𝑜) Score for each class o that measures how likely it is that yi = o 

𝑃(𝑜 | 𝒙𝑖) Probability that yi = o given x_i 

𝑦̃𝑖 The selected output is the one that maximizes the output probability 

c Condition 

r' Obtained by removing condition c from r 

Jj1, Jj2, …, 𝐽𝑀𝑗   Intervals Jj1 = [–∞,γj1], Jj2 = (γj1,γj2], etc. 

Gj = {vj1, vj2, …} The collection of the possible values assumed by xj 
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Appendix B – SAML-D dataset 
 

B.1) Core features 
 

Time: the precise time of each individual transaction. It is standardized to "UCT+00:00" convention; 

 

Date: it gives information about the transaction date. This, in addition to the Time feature, is an essential feature for tracking 

transaction chronology; 

 

Sender_account: it contains the information about the sending account ID; 

 

Receiver_account: it contains the information about the receiving account ID. In addition to the Sender_account feature, it helps 

uncover behavioural patterns and complex banking connections; 

 

Amount: it indicates transaction values to identify suspicious activities. This value is already standardized to £ (UK pounds);  

 

Payment_currency: it gives information about the currency used to make the payment; 

 

Received_currency: it gives information about the currency received as payment. Both this and Payment_currency generally align 

with the location feature of the account, meaning that they conform with the prevalent currency of that specific country, but several 

mismatched instances are also present to add complexity; 

 

Sender_bank_location: it contains information relating to the country from which money is sent; 

 

Receiver_bank_location: it contains the information relating to the country where the money is being received. Together with 

Sender_bank_location it helps pinpointing high-risk regions for AML such as Mexico, Morocco and the UAE. The same account 

may carry out transactions from different countries, meaning that this information is not static across different instances;  

 

Payment_type: it specifies the typology of settlement carried out by the sender account, each involving different levels of risk. It 

includes various methods like credit card, debit card, cash, ACH transfers, cross-border, and cheque; 

 

Is_laundering: this feature is a binary indicator differentiating "normal" from "suspicious" transactions; 

 

Laundering_type: it further describes the typology of the transaction, classifying both "normal" and "suspicious" instances. It offers 

deeper insights into prevalent or high-risk typologies of transactions. 

 

B.2) Payment typologies 
 

Credit card; 

 

Debit card; 

 

Cash withdrawal; 

 

Cash deposit; 

 

Automated clearing house (ACH) transfers; 

 

Cross-border; 

 

Cheque. 

 
B.3) Laundering typologies 

 
Cash withdrawal: it involves withdrawing illicit funds in cash from a financial institution. It is used to move money out of the formal 

financial system and into the physical world, making it more difficult to trace. Cash withdrawals are often part of larger schemes, such 

as layering or integration in the money laundering process; 

 

Behavioural change 1: the behavioural change 1 and 2 typologies adopt the same structure as the normal group typology. However, 

in behavioural change 1, the main account deviates from its usual patterns and transacts with new accounts; 

 

Behavioural change 2: in contrast, under the Behavioural Change 2 typology, the main account transacts with new accounts in high-

risk locations; 

 

Structuring: it involves breaking large amounts of money into smaller transactions that fall below reporting thresholds; 
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Smurfing: this is a particular form of structuring where multiple individuals (called "smurfs") are employed to make numerous small 

deposits or transactions that are below the reporting thresholds;  

 

Fan out: when a single source of illicit funds is distributed to multiple accounts or entities; 

 

Fan in: when multiple smaller amounts from different accounts or entities are funneled into a single account; 

 

Layered fan in: it is a multi-layer scheme which involves multiple sender accounts transacting with a fewer number of receiver 

accounts, which ultimately transact with a single receiver account in a sort of funnel-shaped pattern; 

 

Layered fan out: this version mirrors the previous structure but with transactions flowing in the reverse direction; 

 

Scatter-gather: when funds are first scattered across multiple accounts or entities (scatter phase) and then later reassembled into one 

or more accounts (gather phase);  

 

Gather-scatter: it works in the exact opposite way;  

 

Cycle: when funds are moved in a circular manner through a series of transactions that ultimately return the funds to the original 

account or entity;  

 

Bipartite: when funds are transferred back and forth between two distinct groups of accounts in a manner that disguises the money's 

origin and destination; 

 

Stacked bipartite: in its "stacked" version, multiple layers or tiers of entities are involved; 

 

Over-invoicing: this technique exploits commercial transactions, e.g. transfer prices, to overestimate the value of goods and services 

provided to foreign affiliated partners in order to shift the taxable income to high-tax or low-tax jurisdictions; 

 

Deposit-send: this typology refers to a situation where an account first deposits cash into the bank and then within a short period of 

time sends it to another account. The transaction amount is generally below the reporting threshold limit, with the second transaction 

having an increased chance of being sent to a high-risk country. It is considered suspicious due to the rapid movement of funds and 

potentially facilitating terrorism finance. 

 

Single large transaction: as the name suggests, this type of payment involves sending a large sum of money in a single installment. 

This type of payment appears to be suspicious, especially in cases where a customer typically makes modest transactions and suddenly 

completes a single large transaction, which can be a sign of suspicious activity, particularly if there is no plausible economic 

justification. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

RISK MANAGEMENT MAGAZINE – Volume 20, Issue 2 – Page 39 

 

Examining cointegration between corporate governance and financial performance in selected 

listed South African financial institutions 
 

Floyd Khoza (University of Mpumalanga - South Africa), Patricia Lindelwa Makoni (University of South Africa – UNISA) 

 

Corresponding author: Patricia Lindelwa Makoni (makonpl@unisa.ac.za)  
 

Article submitted to double-blind peer review, received on 20th May 2025 and accepted on 27th July 2025 

Abstract 

Since the 2007 global financial crisis, scholars have attempted to explain market failures using aspects other than corporate 

governance. Previous studies focused on the function of corporate governance in financial performance, with a dearth of literature 

on other financial dimensions like risk appetite, financial stability, and the effect of financial performance on the corporate 

governance of financial institutions. This study examines the cointegrating relationships between financial performance and 

corporate governance in selected South African listed financial institutions between 2007 and 2020. Employing the pooled mean 

group and fixed dynamic effect estimators in a panel autoregressive distributed lags framework, our results indicated notably positive 

long-term cointegrating relationships between the capital adequacy ratio (CAR) and financial stability, return on equity (ROE) and 

return on assets (ROA), respectively. We consider this paper valuable in that it contributes to the literature on the interrelatedness 

of corporate governance and financial performance, particularly of listed financial institutions, and is useful to central banks, market 

regulators, boards of directors and academics to inform policies and regulations. 

 

Keywords: capital adequacy ratio, financial institutions, cointegration, corporate governance, financial stability, financial 

performance, risk appetite  
 

JEL Classification: G30, G32, G39 
 

1. Introduction 
Several cases of institutional failures or collapses have been witnessed in the financial sector. United States (US) Financial 

institutions like Lehman Brothers, Washington Mutual, Wachovia, IndyMac Bank and J.P. Morgan (Nyaloti, 2024). International 

disasters in financial failures included non-financial firms such as the Maxwell saga in the United Kingdom (UK), Parmalat in Italy, 

Daewoo in Korea, and Macmed and Sentula in South Africa. Nigerian financial institutions included the Oceanic Bank, Savannah 

Bank Plc and Bank of the North (Gwaison and Maimako, 2021). In South Africa, financial sector scandals included Regal Treasury 

Bank, African Bank Saambou, Leisurenet, Fidentia, Venda Building Society (VBS) Mutual Bank, and JCI, demonstrating the 

growing need for transparency and robustness in governing the financial firms. Furthermore, South Africa reported on management 

misconduct in advisory firms such as Deloitte, African Bank and Klynveld Peat Marwick Goerdeler (KPMG) scandals (Lingwati 

and Mamabolo, 2023). 

With the collapse of financial institutions and the activities of some other institutions, concerns have been raised about the need to 

improve corporate governance in financial institutions. According to Hunjra et al. (2024), sound corporate governance will ensure 

the effective and efficient functioning of financial institutions and the banking sector. Karpoff (2021) considers corporate governance 

to be an array of control procedures that organisations implement to restrict or discourage potentially self-interested managers 

(agents) from engaging in behaviours that are unfavourable to the financial welfare of shareholders and other stakeholders. Corporate 

governance describes how managers in charge of the company should run it. Therefore, the importance of the board of directors in 

institutionalising effective corporate governance principles in every organisation cannot be overstated. 

The importance of the board of directors in corporate governance is apparent in model definitions of corporate governance, which 

define corporate governance as the structures and processes through which an institution's operations are directed and managed to 

improve long-term shareholders' value by improving corporate performance and accountability while taking stakeholders' interests 

into account (Tricker and Tricker, 2015). 

The 2007 to 2009 global financial crisis emerged from corporate governance failures in the financial sector. Against this background, 

this study assesses the cointegrating relationships between financial performance and corporate governance in selected financial 

institutions. 

 

2 Literature review 

2.1 Theoretical literature review 
The study was centred on both agency and stewardship theories' perceptions to enhance the impact of corporate governance on 

companies. According to Brealey et al. (2022) and Efunniyi et al. (2024), accounting information and corporate governance 

procedures can present stakeholders with information about an institution's financial position and performance. Accounting 

information summarises financial data in the form of ratios as the basis for forecasting future financial performance, which 

shareholders can use to make investment decisions (Brealey et al., 2022). Following the agency relationship, businesses experience 

agency problems due to asymmetric information between management, who act as agents, and shareholders, who act as principals 

involved in decision-making. As a result of random disturbances in the outcome of their actions, such as inefficient behaviour of all 

parties (i.e., shareholders and managers) in satisfying their interests, this information asymmetry may result in an incomplete contract 

(Schroeck, 2002). In agency theory, an agent is vital in formulating firm policies to provide investors with a sign and a desirable 

investment signal. However, good corporate development will inform stakeholders that the business has been able to maintain and 

grow its viability. 
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According to the stewardship theory, directors can accomplish organisational objectives for shareholders by improving their worth 

rather than self-serving. Donaldson and Davis (1991) support the argument of stewardship theory. According to stewardship theory, 

allowing managers (agents) to act with discretion can motivate them to perform better. According to Donaldson and Davis (1991), 

the stewardship approach emphasises that managers' concern for their career progression and reputation motivates them to operate 

in the best interests of the shareholders, reducing agency costs. 

 

2.2 Empirical literature review 

Oladipupo and Kelvin (2024) examined the impact of corporate governance on the financial performance of 39 listed Nigerian 

manufacturing firms from 2003 to 2022, in which the panel regression technique was employed. The results found that board size, 

audit committee and board composition negatively correlated with ROE. However, the audit committee and board composition 

positively correlated with ROA. The study found a negative relationship between board size and ROA. Furthermore, a positive 

relationship between board independence and financial performance (ROE and ROA). An earlier study by Elbahar (2016) assessed 

the key concepts of corporate governance, bank risk and performance of 90 banks selected from the GCC. Applying variables such 

as the return on assets (ROA) and the return on equity (ROE), he concluded that corporate governance variables of board size, gender 

diversity, duality and audit committee exerted little influence on bank performance (ROE). The study employed the Ordinary Least 

Squares (OLS) to analyse the results. Owusu and Garr (2024) investigated the impact of corporate governance on the financial 

performance of 14 Ghanaian-listed banks from 2008 to 2020. The study employed the Ordinary Least Squares (OLS) regression and 

found that board diversity, audit committee, board independence and board size had a positive relationship with ROA. However, a 

significant negative association was found between gender diversity and ROE. 

 

Simanjuntak and Alfredo (2024) investigated the impact of corporate governance on the financial performance of Indonesian 

companies. The study employed regression analysis and sampled 100 publicly listed financial and non-financial companies. 

Shareholder rights, audit committee effectiveness and board independence proxied corporate governance, while ROA, net profit 

margin and ROE measured performance. The study found a positive relationship between corporate governance and financial 

performance. Talatu (2024) examined the effects of corporate governance on the financial performance of quoted healthcare firms 

in Nigeria from 2014 to 2023. The study employed the OLS regression model and found that board independence, skilled and diverse 

board composition positively correlate with ROE. Consistent with Mahmudi (2024), who found a positive correlation between 

financial performance and corporate governance using a systematic literature review.   

 

Musa (2020) examined the association between corporate governance and the financial performance of Nigerian banks from the 

period 2013 to 2015. The study's independent variables are board meetings, board independence, and board gender, whereas the 

dependent variable is the ROA. The study sampled 15 listed banks and employed panel regression analysis. The results found the 

link between board independence and ROA is statistically insignificant. ROA and board meetings were found to be negatively 

significant. The association between board genders, the board size, and ROA, on the other hand, was statistically insignificant. 

Meanwhile, a positive and statistically significant association exists between firm size and ROA. The association between bank age 

and ROA was statistically significant and negative. 

 

Kiptoo et al. (2021) examined the relationship between corporate governance and the financial performance of insurance firms in 

Kenya using data drawn from 51 Kenyan insurance companies from 2013–2018. Their corporate governance was measured 

exclusively using the board of directors’ structure within the respective firms. They concluded that smaller boards, as well as boards 

with greater independent directors, were more efficient in enhancing financial performance within the surveyed insurance 

companies. Their findings were corroborated by Temba et al. (2023) in their assessment of the moderating role of corporate 

governance on the financial performance of commercial banks in Tanzania. Similarly, they recommended that enhanced corporate 

governance standards could improve the commercial banks’ financial performance, particularly those pertaining to liquidity, capital 

adequacy, earning ability, efficient use of equity and asset quality.   

 

Jouirou and Jouini (2022) examined the effect of gender diversity and directors' independence on French banks' performance. The 

study employed panel data regression model for 66 sampled French banks from 2015 to 2019. The results found a significant and 

positive relationship between gender diversity and profitability. In addition, a significant and positive effect of the independence of 

directors on the profitability of banks was found. However, Nizam and Liaqat (2022) examined the effect of corporate governance 

factors on bank performance in Pakistan, employing a sample of 15 banks from 2010 to 2020, using data from the financial reports. 

Their study applied the cointegration test, the Hausman test to determine the fixed or random effects and the Panel least squares 

regression to check the association between the variables. Nizam and Liaqat (2022) found a positive and significant association 

between board size and ROA, stipulating that optimal board size improves the ROA. In addition, their findings showed that board 

independence significantly affects ROA, implying that it plays a role in increasing shareholders’ value. 

 

Usendok (2022) investigated the relationship between corporate governance and firm performance in the Nigerian banking sector. 

ROA measures the firm performance of banks. Ex-post facto research and descriptive design were adopted, and the indirect least 

squares were employed in the study. The study sampled banks from 2014 to 2020, and the results found a significant positive 

association between board composition and performance, while board size and board meetings had a significant and negative 

relationship with the firm performance of the banks. Msomi and Nzama (2023) sought to identify firm-specific variables that affect 

the financial performance of 36 publicly listed South African insurance companies. Applying ROA as the dependent variable, they 

found that only leverage and liquidity ratios positively influenced financial performance, implying that insurance companies should 

focus on improving and maintaining these aspects. Muzata and Marozva (2023) assessed the effect of corporate governance on the 

financial performance of the Top 40 listed companies on the South African Johannesburg Stock Exchange (JSE). Based on their 

findings, they recommended that companies prioritise sound corporate governance practices because they positively influence firm 

performance. 
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Table 1: Summary of literature review 

 

Author’s name and year Title Methodology Findings 

Oladipupo and Kelvin (2024) 

 

Corporate 

governance and 

manufacturing firms’ 

financial performance 

in Nigeria 

Panel regression 

technique 

The study found that 

board size, audit 

committee and board 

composition have a 

negative relationship 

with ROE. Audit 

committee and board 

composition had a 

positive relationship 

with ROA. A positive 

relationship between 

board independence 

and financial 

performance. 

Elbahar (2016) Corporate 

governance, risk 

management and 

bank performance in 

the GCC banking 

sector 

OLS regression 

analysis 

The study found board 

size, gender diversity, 

duality and audit 

committee exerted little 

influence on ROE. 

Owusu and Garr (2024) Corporate 

governance dynamics 

and financial 

performance: 

Analysis of listed 

commercial banks in 

the Ghanaian context 

OLS regression 

analysis 

The study found that 

board diversity, audit 

committee, board 

independence and board 

size had a positive 

relationship with ROA. 

Simanjuntak and Alfredo (2024) impact of corporate 

governance on 

financial performance 

Evidence from 

Indonesia. 

Regression analysis The study found a 

positive relationship 

between corporate 

governance and financial 

performance. 

Talatu (2024) Effect of corporate 

governance on 

financial performance 

of quoted healthcare 

firms in Nigeria. 

OLS regression 

model 

The study found that 

board independence, 

skilled and diverse board 

composition, positively 

correlated with ROE. 

Mahmudi (2024) Corporate 

governance 

mechanisms and 

financial 

performance: A 

systematic literature 

review in emerging 

markets 

Systematic literature 

review 

The study found a 

positive correlation 

between financial 

performance and 

corporate governance 

Musa (2020) Corporate 

governance and 

financial performance 

of Nigeria listed 

banks. 

Panel regression 

analysis 

The study found the link 

between board 

independence and ROA is 

statistically insignificant. 

ROA and board meetings 

were found to be 

negatively significant. The 

association between board 

genders, the board size, 

and ROA, on the other 

hand, was statistically 

insignificant. Meanwhile, 

a positive and statistically 

significant association 

exists between firm size 

and ROA 
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Kiptoo et al. (2021) Corporate 

governance and 

financial performance 

of insurance firms in 

Kenya. 

Regression analysis The study found that 

smaller boards, as well as 

boards with greater 

independent directors, 

were more efficient in 

enhancing financial 

performance. 

Jouirou and Jouini (2022) Corporate 

governance 

mechanisms and 

banking performance. 

Panel data regression 

model 

The study found a 

significant and positive 

relationship between 

gender diversity and 

profitability. In addition, a 

significant and positive 

effect of the independence 

of directors on the 

profitability 

Nizam and Liaqat (2022) Corporate 

governance and firm 

performance: 

Empirical evidence 

from Pakistan 

banking sector 

Panel least squares 

regression analysis 

The study found a 

positive and significant 

association between board 

size and ROA, and 

showed that board 

independence significantly 

affects ROA. 

Usendok (2022) Corporate 

Governance and 

Organizational 

Performance: A Study 

of Selected Banks in 

Nigeria. 

Indirect least squares The study found a 

significant positive 

association between board 

composition and 

performance, while board 

size and board meetings 

had a significant and 

negative relationship with 

the firm performance 

Muzata and Marozva (2023) The Nexus between 

Executive 

Compensation and 

Firm Performance: 

Does Governance and 

Inequality Matter? 

Generalised method 

of moments model 

analysis 

They recommended that 

companies prioritise 

sound corporate 

governance practices 

because they positively 

influence firm 

performance. 

 

Source: Authors’ own composition 

 
Although many studies on corporate governance have been carried out across parts of the world, most of these studies have been 

conducted in different countries, employing different methodologies. South Africa has a robust regulatory framework for financial 

institutions. Furthermore, based on the scope of the research, limited studies have evaluated the impact of corporate governance in 

South Africa, utilising current data and different combinations of corporate governance measures employed in this study. This 

investigation was necessitated by the critical gap in the literature. 

 
3 Data and methodology 
Similar to the work of Khoza et al. (2024), the Bureau Van Dijk Orbis Bank and the Financial Sector Conduct Authority (FSCA) 

databases were used to source data on the financial institutions for this study. Although the South African financial services sector 

is fairly developed, our sample was restricted to 11 commercial banks and 10 insurance companies with complete data for the period 

under review (2007-2020).  

Diagnostic tests were performed before data analysis to prevent spurious regression results. Principal component analysis (PCA) 

was used in this study to create a composite indicator of corporate governance. This method was adopted because there is no 

agreement in the literature on the most relevant variable to measure corporate governance (Swedan and Ahmed, 2019). To perform 

PCA, the Eigenvalues of the variance matrix must be computed. Several mutually independent principal components are applied to 

summarise the variables of interest, with each principal component being the weighted average of the underlying variables 

(Greenacre et al., 2022). Meanwhile, the composite index constructed provides a methodologically efficient approach to lower 

dimensionality while capturing the overall governance quality. However, it may introduce limitations that can influence certain 

results. The PCA assumptions of linearity and orthogonality could not adequately capture the complexity and interactive nature of 

corporate governance measures. Therefore, it can conceal the opposing effects, which may result in an overall insignificant 

association with financial performance.  

Board size was measured by the total number on the board of directors, independent non-executive directors measured by the total 

number of independent non-executive directors to total non-executive directors, non-executive directors measured by the number of 

non-executive directors to the total number of directors, board remuneration measured by the total amount of remunerations for 
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board members, board diversity measured by the percentage of female board members on total board members. Transparency and 

disclosure are measured by disclosures of financial information, general corporate governance disclosure, board of directors’ reports, 

age and qualification of directors, compliance reports, committees, accounting policies, remuneration of directors, and auditors’ 

reports. Therefore, the study employed PCA to combine the six corporate governance metrics into a single index, GOVINDEX. This 

study employed the corporate governance index as the dependent variable. The independent variables were risk appetite, financial 

stability, and financial performance. Financial performance is measured by return on assets (net income to average total assets) and 

return on equity (net income to average total equity). The Z-score measures financial stability (Kajumbula and Makoni, 2024), while 

risk appetite is proxied by CAR and measured by the capitalisation ratio, consisting of total equity to total assets. Biresaw and Sibindi 

(2025) confirmed that risk appetite was a necessary variable to measure and account for in financial institutions, as it contributes to 

their overall enterprise risk management (ERM) framework.  

 
3.1 Panel autoregressive distributed lags 
Pesaran et al. (1999) introduced the pooled mean group (PMG), dynamic fixed effects (DFE), and the mean group (MG) approaches 

in the Autoregressive Distributive Lags (ARDL) framework, which the current study followed. The PMG has the advantage of 

allowing financial institutions’ heterogeneity in error variances, short-run coefficients, and intercepts, as well as the speeds of 

adjustments to long-run equilibrium values with a proposal of homogenous long-run slope coefficients across financial 

institutions (Pesaran et al., 1999). The MG estimator requires a separate equation for each cross-sectional dimension, and the model's 

parameters are averaged to create reliable estimators. The DFE presupposes that long-run coefficients are constant throughout the 

sample. The Hausman test determined the most suitable estimation technique among the MG, PMG and DFE. A dynamic model is 

preferred because corporate governance is persistent. This study jointly estimates the long-run and short-run impacts by employing 

the ARDL and the error correction model (ECM) in panel data. 

Baltagi (2008) and Croissant and Millo (2019) argued that panel data presume heterogeneity, in contrast with either cross-

sectional (N) or time series (T) studies. When heterogeneity is ignored, when individual institution-specific variables are not 

controlled, a model is mis-specified (Baltagi, 2008). Panel data improves the effectiveness of econometric estimates by providing 

the researcher with an increasing degree of freedom, a larger number of data points and decreasing multicollinearity across study 

variables (Hsiao et al., 1995; Fujiki et al., 2002; Baltagi, 2008; Hsiao, 2022). Furthermore, panel data allow a researcher to use 

aggregate data to examine critical economic problems not addressed with time series or cross-sectional data sets (Baltagi, 2008; 

Hsiao, 2022). 

 

The financial dimension is the determinant of corporate governance in this study. Corporate governance is hypothesised to be the 

function of the financial dimension, namely, financial performance, risk appetite and financial stability. 

 

The unrestricted panel ARDL is specified below: 

 

GOVit= φ
0
 +∑ δitGOV

i, t-j

p

j=1 +∑ δ2tXi,t-j

q

j=0  + μ
i
 +εit  Eq. 1 

 

Where: 

GOV is the dependent variable captured in this study, which includes board size (BS), board remuneration (BR), board diversity 

(BD), and board composition (BC). The corporate governance (GOV) proxies are regressed individually. k is the selected financial 

institution, with lag lengths p and q, respectively. Xi, t-j is the vector of the explanatory variables for group i. μ
i
 is the fixed effect. it 

is the error term. 

 

The equations below are re-parameterised to the specifics of the current study.  

 

GOVit = β
0
 + β

1i
GOV

i,t-1
 + β

2i
FINPERF

i,t-1
 + β

4i
FINSTAB

i,t-1
 + ∑ δ∆GOVi,t-j

p

j=1 + ∑ 𝛿2t∆FINPERF
i,t-j

q

j=0 + ∑ 𝛿4t∆FINSTAB
i,t-j

q

j=0  + 

εit  Eq. 2 

 

 

FINPERFit = β
0
 + β

1i
FINPERF

i,t-1
 + β

2i
GOV

i,t-1
 + β

4i
FINSTAB

i,t-1
 + ∑ λ1t∆FINPERF

i,t-j

p

j=1 + ∑ δ2t∆GOV
i,t-j

q

j=0 + 

∑ 𝛿4t∆FINSTAB
i,t-j

q

j=0  + εit Eq. 3 

 

 

FINSTABit = β
0
 + β

1i
FINSTAB

i,t-1
 + β

2i
GOV

i,t-1
 + β

4i
FINPERF

i,t-1
 + ∑ λ1t∆FINSTAB

i,t-j

p

j=1 + ∑ λ2t∆GOV
i,t-j

q

j=0 + 

∑ 𝜆4t∆FINPERF
i,t-j

q

j=0 + εit   Eq. 4 

 

 

Where: 

 

GOV is the corporate governance proxy, namely, board size (BS), board remuneration (BR), board diversity (BD) and board 

composition (BC) regressed individually. The proxies are regressed individually for corporate governance (GOV). FINPERF is the 

financial performance proxied by ROA and ROE. β denotes the long-run coefficient of the independent variable. Financial stability 

is FINSTAB. The short-run coefficients are φ, δ, γ, λ, ϴ. The Akaike information criterion is applied to select the lag order (p, q). t-j 
represents the short-run and long-run relationships tested with differenced and lagged variables of the ARDL. The error term with 

the i of the institution and time period t is it. 
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3.2 Error correction model 
Once the long-run relationship between corporate governance and financial performance has been established, this study employs 

the vector error correction model (VECM) to determine the short-run effects (Apergis and Payne, 2010; Animasaun et al., 2025). 

Engle and Yoo (1987), Phillips (1991), and Hoffman and Rasche (1996) argue that the error correction model provides the 

advantages of incorporating cointegrations and capturing the short-run effect of the variables being analysed. However, VECM uses 

the error correction model (ECM). ECM is employed instead of VECM if there is no cointegration. 

 

The generic error correction model is therefore specified below: 

 

∆GOVi,t= α0,t+ ∑ β
j
∆GOV

i,t-j

p

j=1 + ∑ ϕ
i,j

∆X
i,t-j

q

j=0 + φ
1i

ECTi, t-1+ ωit    Eq. 5 

 

Where: 

 

 denotes the first difference operator. GOV represents each of the corporate governance proxies, board size (BS), board 

remuneration (BR), board diversity (BD), and board composition (BC), which are regressed individually. Β and ϕ denote the short-

run coefficients. ECT represents the error correction term. X denotes the vector of the independent variable. φ denotes the speeds of 

adjustments to the long-run equilibrium. α represents the constant. (p, q) represents the lagged lengths selected using the AIC. ω 

denotes the error term, which assumes a normal distribution with constant variance and zero mean.  

 

The ECT coefficient (φ) in the ECM equation specifies the speed of system adjustments to long-run equilibrium after shocks in the 

short run. The ECT coefficients are expected to be statistically significant and negative to show convergence of the variables to 

equilibrium (Croissant and Millo, 2019). 

 

We used the GOVINDEX as a measure of the corporate governance index. Equations 6 to 8 are equations for vector error correlation 

among corporate governance proxied by GOVINDEX (BS, BC, BC, BR, BD) and the financial variables (financial performance 

and financial stability). The equations are specified as follows: 

 

∆GOVINDEXit  = α0 + ∑ δ∆GOVINDEXi,t-j
p

j=1 + ∑ 𝛿2t∆FINPERF
i,t-j

q

j=0 + ∑ 𝛿4t∆FINSTAB
i,t-j

q

j=0  + ϕ
1i

ECTi, t-1 + εit      Eq. 6 

 

∆FINPERFit  = α0 + ∑ δ∆FINPERFi,t-j
p

j=1 + ∑ 𝛿2t∆GOVINDEX
i,t-j

q

j=0 + ∑ 𝛿4t∆FINSTAB
i,t-j

q

j=0  + ϕ
1i

ECTi, t-1 + εit      Eq. 7 

 

∆FINSTABit  = α0 + ∑ δ∆FINSTABi,t-j
p

j=1 + ∑ 𝛿2t∆FINPERF
i,t-j

q

j=0 + ∑ 𝛿4t∆GOVINDEX
i,t-j

q

j=0  + ϕ
1i

ECTi, t-1 + εit       Eq. 8 

 

Where: 

 

GOVINDEX represents the corporate governance proxies: board size (BS), board remuneration (BR), board diversity (BD) and 

board composition (BC). GOVINDEX is a PCA composite index from the four individual proxies. FINPERF denotes the financial 

performance proxies, which are ROA and ROE. FINSTAB represents financial stability. φ, ϕ, λ denote speeds of adjustment to the 

long-run equilibrium.  α denotes the constant. β denotes the coefficients in the short run. 

 

4 Results and discussion of the findings 

This section presents the results and discussions of the cointegrations and the ECT between the corporate governance index and 

financial variables: financial performance, risk appetite and financial stability. Each financial variable is jointly assessed to 

investigate the cointegration relationship with the corporate governance index. Using the Hausman tests, the PMG and DFE are 

preferred estimators for the study as the coefficients are verified for long-run homogeneity. Section 4.1 discusses the panel 

cointegrating and the error correction model results based on the financial performance measure (ROA). Section 4.2 discusses the 

panel cointegrating and the error correction model results based on the financial performance measure (ROE). Tables 1 to 8 provide 

the results of the preferred estimators.  

 
4.1 Panel Cointegration and the ECM: Financial performance (ROA) 
Table 2 presents the cointegrating and the ECT results. PMG is the most efficient and preferred estimator. Financial stability and 

the corporate governance index have a cointegrating and negative relationship. In the long run, an increase in financial stability 

reduces the corporate governance index of the selected financial institutions. Furthermore, the results imply that when financial 

stability increases, corporate governance practice could be ineffective. The result is consistent with Kiemo et al. (2019) and Gaganis 

et al (2020) who found a significantly negative nexus between financial stability and corporate governance index. However, 

inconsistent with Mallin (2010) and Wahba (2015), who found a positive correlation between financial stability and corporate 

governance index. Mutuma (2024) argues that corporate governance should provide oversight to management to maximise the 

institution’s financial stability. The same results were observed between the CAR and the corporate governance index. When the 

CAR is increased, the corporate governance index experiences a reduction in the long run and is significant at a 0.05 significance 

level. The result shows that an increase in the CAR, in the long run, widens the corporate governance index gap. According to Jensen 

and Meckling (1976), while agency theory aims to reduce agency costs, which may lead to a reduced freedom of agents, it may 

restrict managerial adaptability and initiatives. Furthermore, meanwhile corporate governance is important for financial institutions, 

the agency relationship between agents and principals may encourage excessive risk taking if agents prefer higher returns, which 

may significantly reduce CAR and financial stability. The association between ROA and corporate governance is insignificant.  
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Table 2: Summary of the cointegrating results and the ECT: GOVINDEX 

 PMG MG DFE 

Variables D.GOVINDEX D.GOVINDEX D.GOVINDEX 

Long-run    

FINSTAB -0.0219*** 0.226 0.00377 

 (-5.21) (0.48) (0.21) 

ROA 0.00178 0.628 0.00964 

 (0.39) (1.17) (0.64) 

CAR -0.00536* 0.793 -0.00598 

 (-2.32) (1.72) (-0.89) 

    

ECT -0.665*** -0.839*** -0.464*** 

 (-8.07) (-9.19) (-8.65) 

Short run    

D.FINSTAB -0.0248 -0.0572 -0.00718 

 (-0.48) (-0.35) (-0.99) 

D.ROA -0.00675 -0.0485 -0.00229 

 (-0.07) (-0.34) (-0.43) 

D.CAR -0.0169 -0.322 -0.00519* 

 (-0.34) (-1.42) (-1.99) 

_cons 0.350** -0.577 0.0245 

 (2.90) (-0.74) (0.23) 

N 

Hausman Test (MG & MPG) 

Hausman Test (DFE & MPG) 

 

273 

3.72 

0.23 

273 

3.72 

- 

273 

- 

0.23 

 *** p < 0.001,** p < 0.01,* p < 0.05. Standard errors in parentheses. GOVINDEX (corporate governance proxies: BS, 

NED, INED, BR, BD, and TD), FINSTAB (financial stability), ROA (financial performance) and CAR (risk 

appetite). D. represents the difference operator. 

Table 3: Summary of the cointegrating results and the ECT: FINSTAB 
 PMG MG DFE 

Variables D.FINSTAB D.FINSTAB D.FINSTAB 

Long-run    

GOVINDEX 0.0668 0.490 1.659 

 (1.08) (0.20) (1.86) 

ROA 0.256*** 4.240* -0.0214 

 (13.35) (2.00) (-0.21) 

CAR 0.244*** 1.285 0.268*** 

 (131.69) (1.93) (7.33) 

    

ECT -0.450*** -1.177*** -0.688*** 

 (-4.71) (-6.76) (-9.64) 

Short-run    

D.GOVINDEX -3.405 -2.262* -1.707** 

 (-1.36) (-2.04) (-2.67) 

D.ROA 3.307* -0.615 0.0959 

 (2.55) (-0.68) (1.77) 

D.CAR -0.0773 -2.159 -0.0141 

 (-0.24) (-1.24) (-0.53) 

_cons 4.639** 4.885 5.275*** 

 (2.77) (1.70) (5.02) 

N 

Hausman Test (MG & MPG) 

Hausman Test (DFE & MPG) 

Hausman Test (MG & DFE) 

273 

0.99 

49.60*** 

- 

273 

0.99 

- 

0.26 

273 

- 

49.60*** 

0.26 
*** p < 0.001, ** p < 0.01,* p < 0.05. GOVINDEX (corporate governance proxies: BS, NED, INED, BR, BD, and 

TD), FINSTAB (financial stability), ROA (financial performance) and CAR (risk appetite). D. represents the 

difference operator. 

Several studies, such as Joe-Duke (2011), Aziz (2021) and Aluoch (2023) found an insignificant link between ROA and corporate 

governance. Corporate governance measures are process-oriented, while financial performance exhibits asset utilisation and 

operational efficiency. Bhagat and Bolton (2008) assert that corporate governance may not directly impact financial performance in 

the short run. ECT is significant and negative under the more efficient estimator (PMG). The findings infer a cointegrating 

relationship among the variables under analysis, namely, corporate governance index, financial stability, ROA, and CAR, but more 
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so, -0.665 represents the speed of adjustment. Therefore, the speed of adjustments to equilibrium will be 66.5 percent per year, which 

suggests a moderately fast adjustment speed. While financial stability and CAR are statistically insignificant in the short run, their 

ECT indicates a significant existence of an essential long run relationship with corporate governance index. Table 2 presents the 

cointegrating and the ECT results. DFE is the more efficient and preferred estimator.  

DFE is more efficient for financial stability; therefore, the results discussed are based on the DFE estimator. There is a cointegrating 

relationship between the CAR and financial stability. The relationship is positive and statistically significant. However, in the long 

run, an increase in the CAR will increase the financial stability of the financial institutions. Therefore, it contributes to a well-

functioning and efficient financial system sector. Nguyen (2021) and Affes and Jarboui (2023) assert that an improvement in 

corporate governance will also increase the financial stability of financial institutions. However, the current study found that the 

associations between the corporate governance index and financial stability, as well as ROA and financial stability, are insignificant. 

These results are inconsistent with those of Antwi and Kwakye (2022), who found a positive and significant association between 

financial stability and ROA. 

There is a cointegrating relationship among the variables under analysis: financial stability, corporate governance index, ROA and 

CAR. The cointegrating relationship in ECT is negative and significant. Therefore, the model is in disequilibrium. While CAR is 

statistically insignificant in the short run, the ECT indicates a significant existence of an essential long run relationship with financial 

stability. -0.688 represents the speed of adjustment, which implies the speed of adjustments to equilibrium will be 68.8 percent per 

year, which suggests a moderately fast adjustment speed. Meanwhile, the corporate governance index is significant in the short run, 

its impact fades in the long run due to loss of strategic agility. 

Table 4 provides the results of the cointegrating relationship and the ECT. PMG is more efficient. Therefore, it is the preferred 

estimator, and the results are based on PMG. 

Table 4: Summary of the cointegrating results and the ECT: CAR. 
 PMG MG DFE 

Variables  D.CAR D.CAR D.CAR 

Long-run    

GOVINDEX -0.0557 -3.228 -1.161 

 (-0.56) (-1.66) (-0.57) 

FINSTAB 0.230*** 3.581** 1.266*** 

 (14.95) (3.05) (5.85) 

ROA 0.670*** -0.255 0.894*** 

 (7.49) (-0.47) (4.10) 

    

ECT -0.157* -0.793* -0.683*** 

 (-2.61) (-2.56) (-12.25) 

Short-run    

D.ROA -0.851* 0.254 -0.321** 

 (-2.25) (0.58) (-2.70) 

D.GOVINDEX -2.806 -2.085 -3.273* 

 (-1.62) (-1.23) (-2.30) 

D.FINSTAB 2.205 -1.033 -0.0280 

 (1.67) (-1.08) (-0.17) 

_cons 14.45* 5.676 5.684* 

 (2.52) (0.97) (2.35) 

N 

Hausman Test (MG & 

MPG) 

Hausman Test (DFE & 

MPG) 

 

273 

3.13 

 

6.08 

273 

3.13 

 

- 

273 

- 

 

6.08 

*** p < 0.001,** p < 0.01,* p < 0.05. GOVINDEX (corporate governance proxies: BS, NED, INED, BR, BD, and TD), 

FINSTAB (financial stability), ROA (financial performance) and CAR (risk appetite). D. represents the difference 

operator. 

 
There is a cointegrating relationship between financial stability and the CAR. The long-run relationship is positive and significant 

at a 0.001 significance level. The higher the financial stability is, the higher the CAR. The results are consistent with the findings of 

Nguyen (2021) in Vietnamese financial institutions, where the relationship between the CAR and financial stability was positive 

and significant. When the study measured the relationship between the ROA and the CAR, the results showed a cointegrating 

relationship. The long-run relationship between the ROA and the CAR is positive and significant. The results imply that the higher 

the ROA, the higher the CAR for financial institutions. The CAR measures the financial institution’s ability to meet its financial 

obligations by comparing its capital with its assets. The results of the current study are consistent with those of Shabani et al. (2019) 

and Benvenuto et al. (2021), who found a statistically significant and positive association between ROA and CAR. However, this is 

inconsistent with Setiawan and Irfani (2024), who found a negative link between ROA and CAR. The current study found an 

insignificant association between corporate governance and CAR. 

The ECT is negative and significant. Therefore, the results confirm a cointegrating relationship between the variables (CAR, ROA, 

corporate governance index, and financial stability) under analysis, at a speed of adjustments to the equilibrium of 15.7 percent per 

year, which suggests a slow speed of adjustment. However, financial stability is insignificant in the short run, its impact increases 
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in the long run, indicating a significant level. While ROA is statistically significant in the short run, its ECT indicates a significant 

existence of an essential long run relationship with CAR. Table 5 provides the results of the cointegrating relationship and the ECT. 

PMG is more efficient. Therefore, it is the preferred estimator, and the results are based on PMG. 

Table 5: Summary of the cointegrating results and ECT: ROA 

 PMG MG DFE 

Variables D.ROA D.ROA D.ROA 

Long-run    

GOVINDEX -0.00871 -5.099 -1.599 

 (-0.28) (-1.63) (-1.80) 

FINSTAB 0.0190*** 2.895** 0.0569 

 (3.42) (2.99) (0.47) 

CAR 0.0823*** -0.597*** 0.102* 

 (15.02) (-4.22) (2.31) 

ECT -0.483*** -0.959*** -0.831*** 

 (-4.75) (-13.15) (-12.99) 

Short-run    

D.GOVINDEX 0.617 1.309 1.649* 

 (1.32) (1.41) (2.15) 

D.FINSTAB 2.495** 0.344 0.0679 

 (2.60) (1.11) (0.77) 

D.CAR -0.108 0.259*** -0.000803 

 (-1.32) (3.84) (-0.03) 

_cons 0.554* -2.176 -0.0142 

 (2.03) (-1.35) (-0.01) 

N 

Hausman Test (MG & 

MPG) 

Hausman Test (DFE & 

MPG) 

Hausman Test (DFE & 

MPG) 

 

273 

0.81 

 

6.35 

 

- 

273 

0.81 

 

- 

 

0.56 

273 

- 

 

6.35 

 

0.56 

*** p < 0.001,** p < 0.01,* p < 0.05. GOVINDEX (corporate governance proxies: BS, NED, INED, BR, BD, and TD), 

FINSTAB (financial stability), ROA (financial performance) and CAR (risk appetite). D. represents the difference 

operator. 
 

The cointegrating relationship between ROA and the corporate governance index is insignificant. Ehikioya (2009) and Mollah et al. 

(2012) also found a negative and insignificant relationship between ROA and corporate governance index. The insignificant results 

suggest that strict corporate governance measures do not always affect the financial performance of financial institutions. There is a 

cointegrating relationship between financial stability and ROA. However, the cointegrating relationship is positive and significant. 

A percentage increase in the financial stability of the financial institutions increases the financial performance (ROA). This finding 

is consistent with Tan and Anchor (2016) and Antwi and Kwakye (2022), who found a significant and positive relationship between 

financial stability and ROA. However, the study found an insignificant association between corporate governance and ROA. 

There is also a cointegrating relationship between the CAR and ROA. The relationship is both positive and significant. An increase 

in the financial institutions' CAR increases the ROA of the selected institutions. The result is consistent with those of Shabani et al. 

(2019), Mbaeri et al. (2021), and Benvenuto et al. (2021), who found positive and significant results. The ECT of the variables under 

analysis is negative and significant. Therefore, a cointegrating relationship exists between the variables under analysis: ROA, 

corporate governance index, financial stability, and CAR. The speed of adjustment to equilibrium will be 48.3 percent per year, 

which suggests a moderate speed of adjustment. However, CAR is insignificant in the short run, its impact increases in the long run, 

indicating a significant level. While financial stability is statistically significant in the short run, its ECT indicates a significant 

existence of an essential long run relationship with ROA. 

 
4.2 Panel Cointegration and the ECM: Financial performance (ROE) 
Table 6 provides the results of the cointegrating relationship and the ECT. DFE is more efficient. Therefore, it is the preferred 

estimator, and the results are based on DFE. This study found no cointegrating relationships between financial stability and the 

corporate governance index, ROE and the corporate governance index, CAR and the corporate governance index. Ajanthan et al. 

(2013), Elbahar (2016), and Bawaneh (2020) found an insignificant link between corporate governance and financial performance. 

However, the results are contrary to the agency theory prediction that corporate governance improves financial stability and 

performance (Jensen and Meckling, 1976). The cointegrating relationship between financial stability and the corporate governance 

index is positive but statistically insignificant in the long run. A cointegrating relationship exists among the variables under analysis, 

namely, corporate governance index, financial stability, ROE, and CAR. The model is in disequilibrium, and the speed of 

adjustments to equilibrium is 47.4 percent per year, which suggests a moderate speed of adjustment. However, CAR, ROE and 

financial stability are all insignificant in the short run, their impact also does not significantly increase in the long run. Table 7 

provides the results of the cointegrating relationship and the ECT. DFE is more efficient. Therefore, it is the preferred estimator, and 

the results are based on DFE. 
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Table 6: Summary of the cointegrating results and the ECT: GOVINDEX 

 PMG MG DFE 

Variables D.GOVINDEX D.GOVINDEX D.GOVINDEX 

Long-run    

FINSTAB -0.0191*** 0.288 0.00315 

 (-5.16) (0.68) (0.18) 

ROE -0.000184 -0.0237 -0.00290 

 (-0.08) (-0.96) (-0.38) 

CAR -0.00521* 0.511 -0.00427 

 (-2.56) (1.43) (-0.67) 

    

ECT -0.669*** -0.842*** -0.474*** 

 (-8.25) (-9.35) (-8.85) 

Short-run    

D.FINSTAB 0.0229 -0.0668 -0.00724 

 (0.70) (-0.42) (-1.00) 

D.ROE -0.00812 -0.00645 0.00107 

 (-1.08) (-0.67) (0.36) 

D.CAR -0.0246 -0.190 -0.00529* 

 (-0.69) (-1.18) (-2.04) 

_cons 0.323** -0.139 0.0468 

 (2.72) (-0.21) (0.38) 

N 

Hausman Test (MG & MPG) 

Hausman Test (DFE & 

MPG) 

Hausman Test (MG & DFE) 

 

273 

4.54 

 

38.85*** 

 

- 

 

273 

4.54 

 

- 

 

0.25 

273 

- 

 

38.85*** 

 

0.25 

*** p < 0.001,** p < 0.01,* p < 0.05. GOVINDEX (corporate governance proxies: BS, NED, INED, BR, BD, and TD), 

FINSTAB (financial stability), ROE (financial performance) and CAR (risk appetite). D. represents the difference 

operator. 

Table 7: Summary of the cointegrating results and ECT: FINSTAB 

 PMG MG DFE 

 D.FINSTAB D.FINSTAB D.FINSTAB 

Long-run    

GOVINDEX 0.494** -2.051 1.400 

 (2.82) (-0.60) (1.59) 

ROE 0.197*** 0.0609 -0.0714 

 (11.73) (0.29) (-1.33) 

CAR 0.269*** 1.474 0.265*** 

 (312.01) (1.94) (7.99) 

    

ECT -0.462*** -1.142*** -0.704*** 

 (-5.50) (-14.63) (-9.82) 

Short-run    

D.GOVINDEX -3.852 -3.204 -1.589* 

 (-1.16) (-1.71) (-2.48) 

D.ROE 0.0383 0.00127 0.0450 

 (0.86) (0.02) (1.49) 

D.CAR -0.0322 -2.095 -0.00946 

 (-0.12) (-1.62) (-0.35) 

_cons 3.262* 6.151 6.213*** 

 (2.09) (1.34) (5.14) 

N 

Hausman Test (MG & 

MPG) 

Hausman Test (DFE & 

MPG) 

Hausman Test (MG & DFE) 

 

273 

1.63 

 

40.00*** 

 

- 

273 

1.63 

 

- 

 

1.23 

273 

- 

 

40.00*** 

 

1.23 

*** p < 0.001,** p < 0.01,* p < 0.05. GOVINDEX (corporate governance proxies: BS, NED, INED, BR, BD, and 

TD), FINSTAB (financial stability), ROE (financial performance) and CAR (risk appetite). D. represents the 

difference operator. 
 



 

 

 

RISK MANAGEMENT MAGAZINE – Volume 20, Issue 2 – Page 49 

 

The cointegrating relationship between financial stability and corporate governance is positive and insignificant. Similar results were 

found by Haribowo et al. (2021), who found no significant impact of corporate governance on financial stability. A cointegrating 

relationship exists between the CAR and the financial stability of financial institutions. The long-run relationship is positive and 

significant at a 0.001 significance level. The results are consistent with those of Nguyen (2021), who found a positive and significant 

relationship between the CAR and financial stability. The result implies that an increase in the CAR will increase the financial 

stability of the financial institutions. However, the current study found an insignificant association between the corporate governance 

index and financial stability and between ROE and financial stability. The ECT is negative but highly significant at 0.001. Therefore, 

a cointegrating relationship between the variables exists, namely, financial stability, corporate governance index, ROE, and CAR 

under analysis, with -0.704 representing the speed of adjustment. Therefore, the speed of adjustments to equilibrium will be 70.4 

percent per year, which suggests a moderately fast speed of adjustment. However, CAR is insignificant in the short run, its impact 

increases in the long run, reaching a significant level. 

Table 8 provides the results of the cointegrating relationship and the ECT. DFE is more efficient. Therefore, it is the preferred 

estimator, and the results are based on DFE. 

Table 8: Summary of the cointegrating results and ECT: CAR. 

 PMG MG DFE 

Variables D.CAR D.CAR D.CAR 

Long-run    

GOVINDEX 0.663 -2.785 -1.574 

 (0.92) (-1.43) (-0.72) 

FINSTAB 0.736*** 3.337** 1.482*** 

 (6.01) (2.93) (6.63) 

ROE 0.508*** 0.0278 0.331* 

 (7.04) (0.17) (2.51) 

    

ECT -0.310* -1.739** -0.648*** 

 (-2.20) (-2.72) (-11.59) 

Short-run    

D.ROE -0.184* -0.0378 -0.156* 

 (-2.17) (-0.48) (-2.31) 

D.GOVINDEX -2.733 -1.879* -2.849* 

 (-1.62) (-2.01) (-1.97) 

D.FINSTAB 1.974 -0.746 -0.0655 

 (1.69) (-1.00) (-0.39) 

_cons 9.189 7.443 2.134 

 (1.67) (1.18) (0.75) 

N 

Hausman Test (MG & MPG) 

Hausman Test (DFE & MPG) 

Hausman Test (MG & DFE) 

 

273 

3.27 

 

3.13 

 

- 

273 

3.27 

 

- 

 

55.75*** 

273 

- 

 

3.13 

 

55.75*** 
*** p < 0.001,** p < 0.01,* p < 0.05. GOVINDEX (corporate governance proxies: BS, NED, INED, BR, BD, and 

TD), FINSTAB (financial stability), ROE (financial performance) and CAR (risk appetite). D. represents the 

difference operator. 

 
There is no cointegrating relationship between CAR and corporate governance. Benvenuto et al. (2021) found similar results where 

there was no significant cointegrating relationship between CAR and corporate governance. There is a cointegrating relationship 

between financial stability and the CAR. The long-run relationship is positively significant at 0.001. In the long run, financial 

stability will increase financial institutions' CAR. This finding is consistent with the results of Nguyen (2021) and Benvenuto et al. 

(2021), who found a significant and positive relationship between financial stability and the CAR. However, the current study found 

an insignificant association between corporate governance and CAR. 

The relationship between ROE and the CAR is also significant and positive. Therefore, there is a cointegrating relationship between 

these variables. The higher the ROE, the higher the CAR of the selected financial institutions. The results are consistent with those 

of Angahar et al. (2019) and Shabani et al. (2019), who found a positive and significant relationship between ROE and the CAR. 

Financial institutions use the CAR to assess the sufficiency of their capital holdings in light of their exposures. The ECT is negative 

and significant. Therefore, a cointegrating relationship exists between the variables: CAR, corporate governance index, financial 

stability, and ROE. Under this analysis, the speed of adjustments to equilibrium will be 31 percent per year, which suggests a 

moderate adjustment speed. While financial stability is statistically insignificant in the short run, the ECT indicates a significant 

existence of an essential long run relationship with CAR. ROE is significant in the short run, its impact also increases in the long 

run due to increase in strategic agility. However, corporate governance is only significant in the short run, and its impact fades in 

the long run. 

Table 9 provides the results of the cointegrating relationship and the ECT. PMG is more efficient. Therefore, it is the preferred 

estimator, and the results are based on PMG. The long-run relationship between the corporate governance index and ROE is 

insignificant. The results imply that corporate governance measures have no significant long-run relationship with ROE. 

Furthermore, corporate governance loses relevance over time.  Furthermore, the relationship between financial stability and ROE is 
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also insignificant. Moreover, the relationship between the CAR and ROE is insignificant. Under the preferred PMG estimator, the 

ECT is negative and statistically significant at 0.001. Therefore, a cointegrating relationship between the variables exists: ROE, 

corporate governance index, financial stability, and CAR under analysis. The speed of adjustment to equilibrium will be 57.7 percent 

per year, which suggests a moderate adjustment speed. While financial stability is statistically significant in the short run, its 

relevance losses in the long run.  

Table 9: Summary of the cointegrating results and ECT: ROE. 
 PMG MG DFE 

Variable D.ROE D.ROE D.ROE 

Long-run    

GOVINDEX -0.138 62.65 -2.759 

 (-0.21) (0.93) (-1.61) 

FINSTAB 0.128 6.283 0.000331 

 (1.14) (1.40) (0.00) 

CAR -0.0433 -4.543 0.00410 

 (-1.40) (-1.15) (0.05) 

    

ECT -0.577*** -0.969*** -0.783*** 

 (-6.37) (-11.76) (-12.19) 

Short-run    

D.GOVINDEX 2.579 6.133* 2.013 

 (1.44) (2.03) (1.45) 

D.FINSTAB 6.196* -2.267 -0.0248 

 (2.18) (-0.98) (-0.15) 

D.CAR 1.283 6.872 0.0505 

 (0.57) (1.55) (0.87) 

_cons 7.903*** 7.122 12.18*** 

 (5.84) (1.24) (4.62) 

N 

Hausman Test (MG & MPG) 

Hausman Test (DFE & MPG) 

Hausman Test (MG & DFE) 

 

273 

0.73 

0.60 

 

- 

273 

0.73 

- 

 

4.17 

273 

- 

0.60 

 

4.17 

*** p < 0.001,** p < 0.01,* p < 0.05. GOVINDEX (corporate governance proxies: BS, NED, INED, BR, BD, and 

TD), FINSTAB (financial stability), ROE (financial performance) and CAR (risk appetite). D. represents the 

difference operator. 

 

As a result of the entire test, in which the corporate governance index was the dependent variable, the ECT, measuring the speed of 

adjustments for long-run equilibrium, is significant and negative. ECT must be significant and negative to correct the short-run 

divergence to its long-run equilibrium (Gujarati, 2021). None of the ECTs in this study were positive, which implies that the time 

series converges towards the long-term equilibrium. The results satisfied the PMG and DFE conditions of the long-run relationships. 

The negative and significant coefficients of ECT were between 0 and -1.  

Using corporate governance proxies as dependent variables, the study discussed the cointegration relationships. Therefore, the 

current study reported cointegrating relationships between the chosen independent variables. 

 

5. Conclusions 
The study was limited to South African financial institutions registered under the FSCA and the Bureau Van Dijk Orbis Bank, 

incorporating data from 2007 to 2020. The study included other financial variables (dimensions), namely, financial stability, risk 

appetite, and financial performance, in investigating the cointegrating association between financial performance and corporate 

governance. We employed the principal component analysis method to develop a composite index to proxy corporate governance 

instead of only using the individual corporate governance proxies: board diversity, remuneration, composition, and size. Therefore, 

the corporate governance index of the current study was necessary to capture and reflect the corporate governance differences in the 

sample of selected financial institutions. Moreover, incorporating the corporate governance index into the study further emphasised 

its importance in financial institutions. 

When financial stability was regressed as the dependent variable, we concluded that financial stability in the selected financial 

institutions had cointegrating relationships with the corporate governance index, CAR, and ROA when the financial performance 

measure was used as ROA. Furthermore, financial stability cointegrated with the CAR when the financial performance measure was 

used as ROE. When the CAR was regressed as the dependent variable employing ROA to measure financial performance, we found 

cointegrating relationships between the CAR and financial stability, and between the CAR and ROA.  

However, capital adequacy (CAR) had a cointegrating relationship with financial stability when the financial performance measure 

was ROE. When the ROA was regressed as the dependent variable, we found a cointegrating relationship between the ROA and the 

CAR. When the ROE was regressed as the dependent variable, we found a cointegrating relationship between the ROE and CAR. 

The presence of a cointegration relationship means that there is a long-term equilibrium between the variables. 

Similar to Min et al. (2015), we concur that governance systems for financial institutions should have been created before the global 

financial crisis of 2007. However, regulators learned great lessons, and notable progress and improvements have been made since 
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then, although there are still some loopholes. We thus recommend that greater attention be paid to the enterprise risk management 

of financial institutions to enable them to identify and set their risk appetite thresholds, which impact the profitability of their 

operations. Regulators must also ensure that they continuously adjust the capital adequacy ratios of financial institutions, in line with 

their respective risk profiles, to avoid bank runs and failures.  

Future research could consider applying Tobin’s Q as a finance measure when gauged against individual corporate governance 

variables, as was the case in the study by Park and Byun (2022). Such results could then be compared to determine whether it matters 

that one study used a composite index, while others used individual variables.  
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Abstract 
External ratings (agency ratings) and internal ratings were already in use before Basel II, as powerful management tools. Basel II 

"adopts" them (the former in the Standard approach, the latter in the IRB approaches) in a productive way: internal ratings represent 

the final summary of the creditworthiness assessment of debtors/transactions, to be used both in lending/review processes and in those 

aimed at regulatory capital adequacy measures, to be developed with a medium to long-term target horizon, leaving banks with the 

discretion to choose the assignment methods, as long as all relevant information (including qualitative and forward-looking data) is 

included in the judgment. 

Instead, in the EBA-GL LOM and supervisory practices, internal ratings are predominantly the result of statistical tools in which the 

role of behavioural information is much broader compared to that of qualitative, strategic, and prospective information; they target 

short-term forecasting horizons, approaching early warning systems used in ongoing monitoring; and they are often definitively 

approved by bank officers different from those who underwrite the loans. 

Basel 3+ confirms the Basel II framework, ignores the contradictions in the EBA-GL LOM and supervisory practices, and generates 

the false perception that internal ratings are no longer essential. In addition, CRR3 emphasizes the use of external ratings also in the 

SMEs segment and encourages the creation of new rating agencies (including those linked to central banks), thus pushing toward a 

commodity-oriented logic in bank-SMEs relationships (in contrast with the EBA-GL LOM). 

One may wonder whether the evolution of the role and content of ratings in regulations and supervisory practices is the result of a 

deliberate, conscious shift in approach or if it is simply the outcome of the occasional predominance of differing positions, without 

any central authority, even a "Czar of ratings."1 

 

1. Credit Rating Before Basel II: A Powerful Tool for Bank Management and Competitiveness. 

In markets where banks are price setters, the use of ratings allows differentiation in the economic conditions required, lowering rates 

for better clients and increasing them for worse clients. This way, financing is expanded to less risky debtors/transactions and is left 

room to other banks to finance borrowers/transactions that are too poorly remunerative relative to risk (and to the future credit losses 

that will impact financial statements and deplete the lender’s capital). In markets where the bank is price taker and must apply the 

"market rate," ratings allow the evaluation of the adequacy of returns relative to risk, meaning risky loans above the average (whose 

returns do not adequately cover the risk) are rejected, and less risky loans (on which the "margin after losses" is wide) are accepted. 

Essentially, ratings are a powerful competitive tool that causes significant damage to banks that do not use them, due to the 

phenomenon of "adverse selection" outlined above. 

For these reasons, external ratings have been developed (by many of the current international rating agencies) since the early 20th 

century for the benefit of all investors, and internal ratings have been developed by the most advanced banks since the mid-1990s. 

These institutions began passing on the damages from adverse selection to other banks. The link between price and credit risk has 

steadily strengthened (De Laurentis, Maino, Molteni, 2010, § 7.4). 

2. The Productive Relationship Between Regulation and Ratings Established by Basel II. 

The reasons why the relationship between Basel II regulation (BIS, 2004) and ratings is extremely productive are three, with some 

corollaries. 

First reason: Incentives to improve bank risk management tools.  

To prevent the regulation itself from inducing adverse selection (by requiring, as Basel I did, the same capital absorption for private 

debtors and businesses of any risk level), Basel II welcomes external ratings in the calculation of First Pillar capital requirements for 

"Standard Banks." Additionally, by providing lower capital requirements for "IRB Banks," the regulation strongly incentivized the 

development and use of internal ratings. Finally, an additional incentive comes from Basel II’s Second Pillar, as banks that do not 

have an essential tool for modern credit management, such as internal ratings, can face additional capital requirements defined on a 

bank-by-bank basis by the competent supervisory authority.  

Second reason: Internal ratings recognized as competitive management tools, the final synthesis of creditworthiness 

evaluations, and capable of incorporating all relevant information. 

The second reason why the relationship between Basel II and ratings is extremely productive is that the regulation emphasizes the role 

of internal ratings, developed autonomously by individual banks, and differing from bank to bank. This creates a significant burden 

for supervisory authorities to validate each rating system individually but has the great advantage of recognizing these systems as 

competitive tools, which banks continuously seek to improve to make more timely and accurate credit decisions than their competitors, 

even for the same debtors. The fundamental philosophy of Basel II is, in fact, to ensure that the systems used for loans underwriting 

decisions are the same systems used to calculate the capital requirements resulting from those decisions. Ratings are seen as dual-use 

tools: this is why the "use test" is required to validate systems for IRB approaches (par. 444 of Basel II (BIS, 2004)  (1). 

Thus, Basel II rejected the alternative hypothesis of introducing a "regulatory rating system." This would have quickly led to a 

divergence between ratings developed for management purposes to "beat" other banks and regulatory ratings used to determine capital 

 
1 A previous version of this article was published in Italian in issue no. 4 of 2025 of Bancaria, the journal of the Italian Banking Association. 
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requirements. Therefore, under Basel II, the rating is a competitive tool that allows banks that acquire more accurate, forward-looking 

client information and have more effective processes to synthesize it into ratings, to make better credit decisions. 

A first corollary of all this is that the rating, in Basel II, represents the "final synthesis of creditworthiness assessment," on which the 

decision to assume a certain credit risk is based and to which the associated regulatory capital requirements are aligned. Therefore, 

the rating must include all the information considered in the lending decision regarding the debtor’s/transaction’s risk profile; 

evidently, this includes qualitative information and data related to the debtor’s economic and financial prospects. Basel II specifically 

and explicitly confirms this corollary: in paragraph 417, regarding the possibility of using models for assigning ratings, it  states: 

"However, there must be adequate evaluation and verification by those responsible to ensure that all relevant and pertinent information, 

including those outside the scope of the model, is considered and that it is used correctly." The Guide to Internal Models published by 

the ECB in October 2019, in par. 4.1.3 at point 64 letter a, confirms that "all relevant information should be included in the 

rating/grade/pool assignment process." 

A second corollary is that banks must be free to choose how to assign ratings. In fact, Basel II is completely neutral regarding rating 

assignment methods; the regulation sets very stringent requirements only "downstream" of the "rating assignment processes" (risk 

differentiation), that is, for the "calibration processes" (risk quantification) of ratings. 

Par. 417 of Basel II is particularly expressive: "The requirements set forth in this section apply to statistical models and other automatic 

methods for assigning ratings or estimating PD, LGD, and EAD. Credit scoring models and other automatic rating procedures 

generally use only a subset of available information. While they may sometimes avoid some of the errors typical of systems where 

subjective judgment plays an important role, the mechanical use of limited information is also a source of error. The models and 

procedures mentioned are permissible as a primary or partial basis for rating assignment and can contribute to estimating risk 

characteristics." 

Thus, according to Basel II, models are not prohibited, but they are not mandatory either, nor is it obligatory to rely on them in a 

mechanistic way, limiting the role of overrides. Similarly, in European regulation (EU CRR, 2013, including Article 174). 

Third reason: Internal ratings as Tools for Granting/review processes, not Ongoing monitoring processes. 

The third reason why the relationship between Basel II and ratings is extremely productive concerns the exemplary clarity in the 

regulation regarding the role of ratings in credit processes.  

The provision in paragraph 425 of Basel II "ratings must be updated at least annually” clearly indicates that ratings are considered 

tools to be used in granting/review processes, not in credit ongoing monitoring processes. Paragraph 414 of Basel II states: "Although 

the time horizon in the estimation of PD is one year, it is expected that banks use a longer time horizon when assigning ratings". 

Similarly, the ECB’s Guide to Internal Models further specifies (ECB, 2019), in paragraph 4.1.3 “Grade assignment dynamics,” at 

point 64 states: "Although the time horizon used in PD estimation is one year, it is the ECB’s understanding that the rating/grade/pool 

assignment process should also adequately anticipate and reflect risk over a longer time horizon and take into account plausible 

changes in economic conditions. In order to achieve this objective: a) all relevant information should be included in the 

rating/grade/pool assignment process, giving an appropriate balance between drivers that are predictive only over a short time horizon 

and drivers that are predictive over a longer time horizon; b) a horizon of two to three years is considered to be appropriate for most 

portfolios." 

It is clear that the time horizon to target when assigning ratings (and, thus, constructing statistical-based models if such methodologies 

are chosen) must be longer than one year, while the time horizon for calculating capital requirements to which the PD must refer (i.e., 

the probability of default associated with the ratings, once they have been assigned) is one year: this PD is the input to the risk-

weighting functions that result in the RW (risk weight) of the bank’s assets and determine, in turn, the regulatory capital required by 

regulation. 

In essence, the regulation clearly distinguishes the time horizon to be used in the "quantification phase" of the ratings ("one year") 

from the time horizon to be targeted in the "assignment phase" of the ratings ("longer"). The latter meaning a) from the model 

development phase, when statistical-based rating models are built; b) in daily operations, when judgmental analyses are conducted by 

analysts to assign ratings. 

Contradictions in Basel II Regulation, Leading to Future Problems. 

Basel II does not lack contradictions regarding the construction methods and properties of ratings, particularly regarding the 

requirement that, on one hand, they should be forward-looking over non-short time horizons and stable over time (good risk 

differentiation), and, on the other hand, they should produce PD estimates that are close to actual default rates realized in specific 

future periods (good calibration, or quantification). These two properties of ratings can only be achieved with ratings of different 

natures. 

The first is achieved with ratings defined as "Through the Cycle" (TTC), while the second is achieved with ratings called "Point in 

Time" (PIT). These two "rating philosophies" (as defined by the Basel Committee already in BIS, 2005; see also EBA, 2017, in the 

section titled “Rating philosophy”) imply different rating system construction logics, both in the assignment and quantification 

processes, producing ratings with different characteristics. TTC ratings are stable over time because they assign judgments by looking 

at the debtor’s prospects across an entire economic and sectoral cycle, particularly focusing on the debtor’s reliability during the 

bottom of the cycle. Therefore, debtors tend not to change their rating class when the economy or sector improves or worsens. 

Moreover, PDs are associated with rating classes based on long-term historical default rate evidence. The consequence is that when 

comparing the PDs associated with a rating class to the actual default rates realized in subsequent periods for that class, it is discovered 

that the actual default rates are highly variable compared to the expectations incorporated into the estimated PD for that class. Thus, 

the rating has a very loose relationship with actual default rates. Every aspect is "reversed" in the PIT logic(2). 

Regulation requires ratings to be assigned and quantified using TTC logic but also to exhibit the good calibration/quantification typical 

of PIT ratings(3). As we will see, this will lead to multiple problems. 
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3. The Contradictory Relationship Between the EBA-GL LOM and Supervisory Practices with Internal Ratings. 

The Consistency of EBA-GL LOM with Basel II on the Topic of Ratings. 

The EBA Guidelines on Loan Origination and Monitoring (EBA, 2020; EBA-GL LOM in short) are aligned in many respects with 

Basel II. The result of ongoing monitoring processes is the potential inclusion of the credit position in a watchlist, which means listing 

it for future 360-degree review(4); instead, the result of "periodic review" processes is to "review and update any internal ratings/credit 

scoring" (point 257 of the EBA-GL LOM). 

In the EBA-GL LOM, "regular review" or "periodic review" (regular credit reviews of borrowers) is a thorough re-evaluation of 

borrowers, similar to the initial credit granting process. It aims to "identify any changes in their risk profile, financial position, or 

creditworthiness compared to the criteria and assessment made at the time of the loan granting, as well as review and update any 

internal ratings/credit scoring" (point 257 of the EBA-GL LOM). Furthermore, during periodic review, "in addition to monitoring 

credit and financial metrics, institutions should take into account information related to qualitative factors that may significantly 

influence the repayment of a loan. Such factors may include information on the quality of management, agreements/disagreements 

between owners, the structure and flexibility of costs, trends, the size and nature of investments and research and development 

expenses, as well as the distribution between debt holders and managers (servicers) within the group consolidation" (point 265). 

Although the EWI (Early Warning Indicators) within ongoing monitoring require banks to consider a wide range of information(5), 

the goal of these processes is not to change the rating but rather to place the position on a watchlist. Only after a subsequent 360-

degree evaluation can the rating be modified. 

In the context of credit granting/periodic review processes, the EBA-GL LOM strongly instructs banks to analyse, both for small and 

micro enterprises as well as medium-sized and large enterprises, "the debtor’s business model and strategy" (points 121 and 144 for 

the two sectors), "the realism and reasonableness of financial projections" (points 129 and 151), "the feasibility of the business plan 

and associated financial projections" (points 134 and 161), and the future profitability of the client (points 120 and 152), "under 

potentially adverse conditions" (points 131 and 156). 

Therefore, the EBA-GL LOM requests a comprehensive business analysis in which financial and strategic profiles, both quantitative 

and qualitative, are integrated. The profitability of the business is the cornerstone of creditworthiness, the time horizon is long-term, 

and the assessment is made using sensitivity analysis under stress conditions. All this: a) aligns with the long-term orientation of 

ratings required by Basel II; b) allows for greater allocative efficiency in the banking sector, enabling banks to allocate resources to 

the most deserving medium-term entrepreneurial initiatives and accompany businesses in investment paths whose returns may not be 

observable in the short term; c) should be of interest to individual banks for a variety of technical and strategic reasons (a brief 

summary is in note(6)). 

EBA-GL LOM and Ratings: Contradictions with Basel II. 

In contrast to the clear and consistent framework outlined above, the EBA-GL LOM also contains significant contradictions with 

Basel II. 

The first contradiction emerges in point 274 of the EBA-GL LOM and concerns the purpose of ratings: the internal rating becomes 

one of the 19 elements to be considered in ongoing monitoring! In fact, within the EWI of ongoing monitoring, banks are asked to 

consider, among the "indicators of deterioration of credit quality... an actual or expected downgrade of the internal credit rating/credit 

risk classification for the transaction or client" (point 274, letter q). Here, the internal rating becomes an early warning signal to be 

used in ongoing monitoring processes, with the goal of placing anomalous positions on the watchlist to later examine them in detail 

and possibly revise the internal rating. The contradiction is evident. It presupposes an autonomy of the internal ratings and a short-

circuit between processes!(7) 

A second contradiction arises concerning the scope of information included in the ratings within credit granting/review processes. In 

EBA, 2020, points 121 and 144 (identical but the former referring to small and micro enterprises and the latter to medium-sized and 

large enterprises), credit scoring/rating is one of five elements to consider: "In assessing creditworthiness, institutions should: a. 

analyse the client’s financial position and credit risk, as outlined below; b. analyse the organizational structure, business model, and 

strategy of the client, as outlined below; c. determine and assess the client’s credit scoring or internal rating, if applicable, in accordance 

with credit risk policies and procedures; d. consider all financial commitments of the client, including all credit lines, used and unused, 

with institutions, as well as credit exposures, repayment behaviour, and other obligations arising from taxes or other public authorities 

or social security funds; e. assess the structure of the transaction, including structural subordination risks and related terms and 

conditions, such as restrictive clauses, and, where applicable, third-party personal guarantees and the structure of the real guarantee." 

These points suggest that the strategic and financial analysis of a company’s business model and the evaluation of financial plans are 

separated from and additional to the rating. Therefore, the EBA-GL LOM also enshrines in regulation what had already been realized 

in supervisory practices (as we will see shortly): a) ratings no longer contain all the relevant information that the bank uses to assess 

debtors/transactions; b) ratings are no longer the final summary of the bank’s creditworthiness assessment for credit decisions; c) the 

rating decision is separated from the loan underwriting decision, creating the split that Basel II had carefully sought to avoid. 

The EBA-GL LOM, Credit Pricing, and Ratings: A Managerial Trap? 

Chapter 6 of the EBA-GL LOM is dedicated to credit pricing. The reason why the EBA guidelines address a topic that might seem to 

fall within the bank’s management autonomy is clear when considering the risk of adverse selection, which we introduced earlier in 

this article. 

Such risk can undermine the stability of financial institutions, so it is of primary concern for supervisors to prevent banks from being 

exposed to it. Thus, differentiating credit prices according to risk is essential. The problem is: should credit risk be measured using 

debtors and transactions ratings, or can it be measured using more top-down approaches (such as average loss for product type)? 
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Key points from the LOM in this regard are as follows (EBA, 2020): "199. ... Institutions should also define their pricing approach 

based on the type of client and credit quality, and, if applicable, based on the client’s risk (in the case of individual pricing 

determination) ...". "200. Institutions should consider differentiating pricing frameworks based on the type of loan and client. For 

consumers, micro-enterprises, and small enterprises, pricing should be based more on the portfolio and products, whereas for medium 

and large enterprises, it should be more closely related to the transaction and the loan." "202. Institutions should consider, and 

incorporate in loan pricing, all costs ... a. cost of capital (considering both regulatory and economic capital), which should result from 

capital allocation according to established divisions, such as by geography, business line, and product; ... d. credit risk costs calculated 

for different homogeneous risk groups, taking into account past loss recognition experience for credit risk, and if applicable, using 

models for expected loss." 

It follows that the EBA’s expectations are that for consumers, micro-enterprises, and small enterprises, pricing should be based on 

historical portfolio and product loss experiences rather than on individual debtor and transaction ratings. This is indeed how the market 

works, sometime constrained by legal requirements not to discriminate loan prices for different borrowers. 

The problem is that when the market price is standardized, banks and financial companies suffer risk-adjusted economic losses when 

lending to higher-risk clients/transactions, and have an interest in seeking clients/transactions that generate superior risk-adjusted 

returns due to their lower-than-average risk (thus improving their profitability and stability over time). In other words, they should 

still try to use adequate rating/scoring systems to guide acceptance/rejection decisions. If they do so, risk-adjusted performance 

indicators (mentioned in the EBA-GL LOM at point 203: EVA, RORAC, RAROC, RORWA, ROTA) will be able to signal which 

clients/transactions to accept or reject. 

Therefore, if an institution were to adopt the minimalist approach outlined by the EBA-GL LOM for consumer, micro-enterprise, and 

small business markets and assume that adequate rating/scoring systems are not essential competitive tools, it would expose itself to 

the risk of adverse selection. 

Contradictions with Basel II in Supervisory Practices. 

A first contradiction arises from the convergence of interests that has led to nearly identifying ratings with statistical-based assignment 

systems, thus diverging from what is outlined in the previously mentioned Basel II and CRR regulations. In fact, banks have seen 

advantages in this type of rating in terms of process standardization, cost reduction, and time savings, while supervisory authorities 

have considered them useful for preserving the integrity and objectivity of evaluations that determine the minimum capital 

requirements of banks using the Internal Rating Based approaches. Thus, the regulatory validation process of rating systems by the 

competent supervisory authority has, in fact, required that the rating systems to be validated (and used in management, because of the 

“use test” previously mentioned) be based on robust statistical models. 

A second contradiction with Basel II arises from another convergence of interests between banks and the supervisory authorities in 

charge of validating the models (initially national supervisors in Europe, before the Single Supervisory Mechanism was operational). 

Authorities agreed to validate models that violated paragraph 414 of Basel II, discussed earlier, and used a one-year target horizon in 

the rating assignment phase (not only in the quantification phase). In constructing rating assignment models, the target forecast horizon 

determines the "observation period" of the dataset in which it is surveyed whether debtors have defaulted or not. The explanatory 

variables in the model can include all information available at the start of that observation period (usually called "time zero"): internal 

behavioural data of borrowers’ credit lines from the day before, credit register data usually referred to a month and a half earlier, the 

last approved financial statement (for a small and medium  enterprises, it could be referred to a year and a half ago, if time zero falls 

in the spring months, that is before the new financial statement approval), and qualitative information gathered up to time zero (via 

the “qualitative questionnaire” or other channels). 

The "short" observation period (one year) allows banks to have more historical data to include in the model’s estimation dataset, 

increasing the model’s discriminatory power and, therefore, the chances of regulatory validation by national supervisory authorities 

who, interested in having major banks become IRB banks as soon as possible, chose not to consider paragraph 414 of Basel II. 

However, this choice has serious implications on which variables are most predictive and are therefore included in the model (or on 

which "modules" play a predominant role in the final model, when this is constructed using specialized modules - partial models – for 

specific types of information). Ultimately, this decision has important consequences on the nature and fungibility of the model in the 

granting/review process or in ongoing monitoring. 

In fact, when the target forecast period is limited to one year, the information that statistical procedures find relevant to optimize the 

model is essentially limited to internal behavioural data, while financial statement information plays a limited role, and strategic 

information becomes marginal (Cuneo De Laurentis Salis Salvucci, 2016, and more extensively, Aifirm, 2016)(8). The model thus 

becomes a substitute for early warning models used for ongoing monitoring; and it seemingly even improves their performance due 

to the fact that the presence of other variables, in addition to internal behavioural data, limits the excess of false alarms that such 

models typically suffer from. However, when the same tool is used both for credit granting/review processes and for the ongoing 

monitoring, open contradictions arise, because of the different objectives of the two processes (reiterated, as mentioned above, by the 

EBA-GL LOM) and because of the different range of information to be examined in the two processes (according to the same EBA 

LOM, Basel II, and the CRR). 

The problem of the overly narrow scope of relevant information, which ultimately characterizes internal ratings predominantly used 

by banks, has been further exacerbated by the very restrictive attitude initially taken by supervisory authorities regarding the possibility 

of using overrides. 

A third contradiction with Basel II, which adds to the previous two (concerning assignment methodologies of internal ratings and the 

range of information contained in them), relates to the nature of ratings as the final summary of the creditworthiness of 

debtors/transactions, to be used simultaneously in both credit granting/review processes and in regulatory capital adequacy 
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calculations. Essentially, the legitimate concern to prevent the final assignment of ratings from being influenced by parties with 

interests that may conflict with ratings’ robustness, in some jurisdictions has been pushed to the point of excluding even those who 

have underwriting powers in credit granting(9).  

This has two implications: 1) it pushes banks to establish a separate Credit Risk Management function from the Credit department, 

and an office often referred to as the rating desk, responsible for the final rating decision; 2) it can create discrepancies between the 

borrowers’ creditworthiness perception of underwriters and the rating assigned. 

The informational content of the rating and everything that follows (primarily loan provisions and capital) may, at this point, not fully 

reflect the assessments that lead to granting loans. This changes the nature of the rating and frustrates one of the main objectives of 

Basel II: to base capital adequacy on the same internal ratings used by banks to make daily credit risk decisions. 

4. The Dangerous Relationship Between Rating and Basel 3+ / CRR3 

The new capital adequacy regulation (which we refer to here as Basel 3+)(10) confirms many of the Basel II provisions mentioned 

above (which, as we have noted, have later been ignored by other regulations, guidelines, and supervisory practices), leaving open all 

the contradictions previously highlighted(11). 

Moreover, Basel 3+ seems to move towards a weakening of the role of internal ratings, due to the introduction of the Output floor for 

the overall result of internal models, set at 72.5% of the RWA calculated using the Standard method, as well as due to various other 

more specific provisions(12). However, the widespread perception that Basel 3+ reduces the role of internal ratings is incorrect. And 

it should be in the authorities’ interest to stress this point. 

First, with respect to internal ratings and from a regulatory standpoint: a) impact assessments (EBA, 2024, Table 4) reveal that 

portfolios treated with the IRB method result in additional Tier 1 Capital savings for all types of banks, and b) the non-use of internal 

ratings can have consequences on capital requirements under the Second Pillar of Basel regulations. 

Second, the management profile of internal ratings remains crucial: a) they are essential to protect the bank from the risk of adverse 

selection (overall, Basel 3+ increases capital requirements for banks, and therefore increases the need to align interest rates on loans 

with the costs to be passed on to debtors), and b) internal ratings for private non-large-corporate debtors are much more productive 

competitive tools than external ratings for many reasons, the first of which is that the latter are simultaneously available to all credit 

suppliers and thus do not provide an informational advantage useful for making better decisions than competitors (essentially, they do 

not eliminate the risk of adverse selection compared to those who internally determine ratings with a more accurate and proprietary 

information spectrum). 

Therefore, the perception held by many that Basel 3+ regulators are no longer pressing for banks to implement appropriate internal 

rating systems is incorrect. It is also dangerous, as it may lead to a relaxation in the development and use of this essential management 

tool, that protects from adverse selection risk and safeguards bank's stability. 

Now, consider the position on external ratings (issued by recognized rating agencies, the External Credit Assessment Institutions - 

ECAI) as reflected in the European regulation for implementing Basel 3+: in point 13 of the EU CRR3, 2024, we find: “…institutions 

should be able to refer to credit assessments by nominated ECAIs to calculate the own funds requirements for a significant part of 

their corporate exposures… the ‘European Supervisory Authorities’… should monitor the use of the transitional arrangement and 

should consider relevant developments and trends in the ECAI market, impediments to the availability of credit assessments by 

nominated ECAIs, in particular for corporates, and possible measures to address those impediments. The transitional period should 

be used to significantly expand the availability of ratings for Union corporates. To that end, rating solutions beyond the currently 

existing rating ecosystem should be developed to incentivize especially larger Union corporates, to become externally rated. In 

addition to the positive externalities generated by the rating process, a wider rating coverage will foster, inter alia, the capital markets 

union. … Member States… should assess whether a request for the recognition of their central bank as an ECAI… and the provision 

of corporate ratings by the central bank for the purposes of Regulation (EU) No 575/2013 might be desirable in order to increase the 

coverage of external ratings”. 

Thus, the emphasis is on the use of external ratings for the corporate market, suggesting that new rating agencies and even the central 

banks of member states could provide them. In this market, there are also small and medium-sized enterprises, and considering that 

large corporates are already rated by the major international agencies recognized as ECAIs in Europe, the CRR3 indication seems 

specifically aimed at increasing the availability of external ratings for SMEs. 

This hypothesis seems to be in strong contradiction with the effort made by Basel II to encourage the use of internal ratings and poses 

further dangers. In fact, the risk/reward ratio of external ratings is largely positive when the object of evaluation is not SMEs, but 

presents many more disadvantages when the object of evaluation is this type of debtor. 

The use of external ratings for SMEs can have advantages in terms of cost-effectiveness in debtor evaluation processes, greater 

attention to information gleaned from big data, and in terms of "discipline effect" on debtors, which can be of particular interest in 

some countries(13). However, the use of external ratings for SMEs has several important disadvantages: a) it tends to impoverish the 

informational base regarding clients’ strategic fundamentals (acquired at reasonable costs only by those in continuous and territorial 

contact with the enterprise), leading conversely to an increased role for internal behavioural data and credit risk bureaus’ data in the 

assignment of increasingly point-in-time ratings; b) it limits the role of credit analysts at banks and discourages the development of 

business analysis skills; c) it eliminates the informational synergies between credit evaluation activities and the bank's commercial 

activities, which are at the core of both an effective supply of financial and advisoring services, and an effective forward-looking 

evaluation of credit risk. 

Ultimately, by promoting external ratings for SMEs, the bank-firm relationship shifts towards a transactional logic (where credit is 

viewed as a commodity to be produced and sold individually at the lowest possible price) rather than a relational logic (where credit 

is part of a long-term relationship between the enterprise and the bank). Apart from other macroeconomic implications of this shift, 
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on the regulatory consistency side, it appears misaligned with the range of information to be considered in granting/reviewing 

processes foreseen by EBA-GL LOM. As we have noted, these guidelines are very much in line with relationship-oriented banking 

models, and much less with credit assignment processes of institutions oriented towards transactions, asset-based lending, and instant 

lending. 

It should be noted that discouraging the ability to acquire soft information in relationship lending undermines one of the main reasons 

for the existence of banks, according to financial intermediation theory, and exposes banks even more to new non-bank competitors. 

5. Conclusions 

Despite some contradictions (preference for TTC ratings but request of a good calibration typical of PIT ratings), for the most part 

Basel II has a very clear and productive view of internal ratings: these are important tools for the adequate management of credit risk 

in banks and empower their competitiveness; they represent the final synthesis of the creditworthiness assessment on 

debtors/transactions, to be used both in credit granting/review processes and in regulatory capital adequacy calculations, to be assigned 

with a medium term target horizon, leaving banks the choice of assignment methods as long as all relevant information (including 

qualitative and forward-looking info) is included in the them. 

Instead, in the EBA-GL LOM and in supervisory practices ratings have become expressions of only a part, sometimes a minority part, 

of the relevant information for loan underwriting; they are the result of statistical tools where the role of behavioural information is 

predominant over qualitative, strategic, and forward-looking information; they are often approved by parties other than those who 

underwrite loans; they target short-term forecast horizons, getting closer to, if not overlapping with, tools used in credit ongoing 

monitoring processes. 

Basel 3+ confirms the Basel II approach, ignores the contradictions in EBA-GL LOM and the actual evolution of supervisory practices, 

and generates the false perception that internal ratings are no longer an essential tool for protecting banks against adverse selection 

risk and safeguarding their stability. In addition, CRR3 emphasizes the use of external ratings, encourages the creation of new rating 

agencies, and allows central banks of member states to become ECAIs, thus pushing towards a commodity-oriented logic at the 

expense of the relationship-oriented logic of the bank-enterprise relationship (which the EBA-GL LOM seem to deeply inspire). 

"In conclusion, a key question arises: Is the evolution of the role and content of ratings in regulatory and supervisory practices the 

result of a deliberate, conscious change in approach by well-coordinated authorities (even if never explicitly stated)? Or is it the 

outcome of various positions that, at different times, dominate the drafting of rules, guidelines, and supervisory practices, without any 

central authority — even a 'Czar of ratings'— ensuring their coherence?" 
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Notes 

(1) Paragraph 444 of Basel II: "Internal ratings and default and loss estimates must play an essential role in the credit approval, risk 

management, internal capital allocations, and corporate governance functions of banks using the IRB approach." BdI, 2006, p. 
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71: "The rating system is not just a tool for calculating capital requirements, but must play an important managerial role... Banks 

may only be authorized to adopt the internal ratings-based approach for calculating capital requirements if the rating system 

plays a vital role in credit granting, risk management, internal capital allocation, and governance functions of the bank." EBA, 

2017: "The concept of the use test was introduced in the IRB Approach to ensure the high quality of risk parameters, assuming 

that institutions would not use estimates of risk parameters for internal risk management unless they believed these estimates 

appropriately reflect the actual level of risk." 

(2) In the PIT logic, the assignment of ratings and their quantification in terms of PD are focused on shorter time horizons, based on 

the current conditions of the debtor and the sector/economy. During a recession, ratings typically migrate en masse to worse 

rating classes; therefore, an increase in risk is reflected in a deterioration of the rating; conversely, when the economic or sectoral 

cycle improves. In addition, PDs are associated with rating classes based on averages of default rates from shorter periods, closer 

to the current economic situation; as a result, when comparing the PDs associated with a rating class with the actual default rates 

observed in subsequent periods for that class, the actual default rates are very close to the expected rates incorporated in the PD 

estimated for that class. Therefore, each rating class is strongly tied to a particular level of default rates (good calibration). 

(3) The main articles of Basel II (BIS, 2004) that explicitly push towards the TTC approach are as follows: a) 414: "Although the 

time horizon used in PD estimation is one year (as described in paragraph 447), banks are expected to use a longer time horizon 

in assigning ratings." b) 415: "A borrower rating must represent the bank’s assessment of the borrower’s ability and willingness 

to perform contractually despite adverse economic conditions or unexpected events. For example, a bank may base rating 

assignments on specific, appropriate stress scenarios." c) 447: "PD estimates must be a long-run average of one-year default rates 

for borrowers in the grade." d) 461: "Banks must use information and techniques that appropriately account for long-run 

experience when estimating the average PD for each rating grade." e) 463: "Irrespective of whether a bank is using external, 

internal, or pooled data sources, or a combination of the three for its PD estimation, the length of the underlying historical 

observation period used must be at least five years for at least one source. If the available observation period spans a longer 

period for any source, and this data is relevant and material, this longer period must be used." This last point was further 

emphasized in EBA, 2016, p. 25: "It is desirable that PD estimates are relatively stable over time to avoid excessive cyclicality 

in own funds requirements. To achieve that, PD estimates should be based on the long-run average of yearly default rates. In 

addition, as own funds should help institutions survive in times of stress, risk estimates should account for the possible 

deterioration in economic conditions even in times of prosperity." Despite these repeated calls for ratings characterized by the 

TTC philosophy, Basel II then defines default by giving great emphasis to the debtor’s illiquidity through the 90 days Past Due 

rule (452: "A default is considered to have occurred with regard to a particular obligor when either or both of the following 

events have occurred... The obligor is past due more than 90 days on any material credit obligation to the banking group"), which 

pushes the construction of models towards a PIT philosophy. Furthermore, Basel II requires that the actual default rates observed 

for each rating class in individual years do not deviate too much from the long-term historical average that identifies the PD 

(501: "Banks must regularly compare realized default rates with estimated PDs for each grade and demonstrate that the realized 

default rates are within the expected range for that grade"): this implies the good calibration typical of PIT ratings. This was 

further specified in WP No. 14 (BIS, 2005), which outlines calibration tests (binomial, chi-square, normal, and the traffic-light 

approach). For more details on these issues, see Cuneo, De Laurentis, Salis, Salvucci, 2016. 

(4) For instance, in point 272 (EBA, 2020), it specifies: "On identifying a triggered EWI event at the level of an individual exposure, 

portfolio, sub-portfolio or borrower group, institutions should apply more frequent monitoring and, when necessary, consider 

placing them on a watch list".  

(5) Among other things, it mentions: "negative macroeconomic events (including but not limited to economic development, changes 

in legislation and technological threats to an industry) affecting the future profitability of an industry, a geographical segment, a 

group of borrowers or an individual corporate borrower, as well as the increased risk of unemployment for groups of 

individuals…changes in the conditions of access to markets, a worsening in financing conditions or known reductions in financial 

support provided by third parties to the borrower" (point 274 of EBA-GL LOM). 

(6) Firstly, banks also provide medium-to-long-term financing: risks of such financing cannot be adequately covered merely by 

acquiring real or personal guarantees. Secondly, even formally short-term bank financing, including revocable credit lines, are 

largely intended to meet the durable financial needs of ongoing businesses, as current assets are actually intended to produce the 

liquidity necessary to repay loans only if the business ceases operations (they are, in fact, largely permanent current assets). 

Thirdly, this highlights that even short-term credit lines are really short-term-based only on the assumption that the bank that 

revokes the credit lines is the first to do so within the broader group of financing banks. In this case, the company will be able to 

repay the loans to that bank using the available margins in credit lines provided by other banks. However, to achieve this, the 

bank must make the decision to abandon the customer first: this requires having a superior forward-looking analysis of the client 

compared to the other banks, meaning that the useful forecasting horizon of ratings is not the formal maturity of the credit lines, 

but the one capable of anticipating the actions of other banks. Fourthly, the main object of investigation is the client. Certain 

basic principles of corporate finance apply: "businesses are financed, not individual investments," "there is no direct connection 

between individual investments and individual corporate loans." In fact, in the case of corporate lending, repayment capacity 

never directly depends on individual asset items or on the outcome of specific investment operations, but always depends on the 

overall ability of the business to stay in the market and honour all its financial and non-financial obligations. For these reasons, 

the recommendation in point 156 of the EBA-GL LOM, which suggests limiting the evaluation horizon to the duration of the 

loan contract as if the bank had only one loan contract with the debtor, is inappropriate. In the case of revocable credit lines, the 

evaluation horizon should not be limited to the technical time required to revoke them. Finally, the main subject of 

creditworthiness assessments should be the client as a whole as, given the high level of competition in banking markets, it is 

essential to build a portfolio of quality clients who can survive economic cycles and continue to be a source of income for the 

bank over time. Pursuing a "good operations" policy, instead of focusing on "good clients over time", lays the foundation for the 

progressive impoverishment of the bank's customer base.  

(7) There are no contradictions in the guidelines given by EBA-GL LOM in point 274, letters "p" and "g." In the first case, the 

reference is to migrations of "aggregates" of internal ratings (letter "p": " negative institution-internal credit grade/risk class 

migrations in the aggregate credit portfolio or in specific portfolios/segments") and in the second case, it refers to "external 
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ratings" assigned by agencies or "implied ratings" derived from markets (letter "g": " an actual or expected significant decrease 

in the main transaction’s external credit rating, or in other external market indicators of credit risk for a particular transaction or 

similar transaction with the same expected life "). 

(8) The situation described regarding short-term rating models, heavily centred on behavioural-based data, is confirmed by the 

survey contained in the Position Paper of AIFIRM (Italian Association of Risk Managers) on the validation of the calibration of 

rating models used in the corporate, SMEs, and retail segments. To provide a quantitative indication of the importance of 

explanatory variables related to behavioural data, credit registers data, financial statements, and others (including qualitative, 

strategic variables, etc.), banks were asked to express, for each category of data, the ratio between the Auroc of the module 

dedicated to them and the total Auroc of the final model. The role of data other than behavioural-based and credit registers data 

is limited, even in the corporate segment. 

(9) For instance, BdI, 2006, Title II, Chapter 1, p. 68. 

(10) BIS, 2017; without an explicit name from regulators, the reform is commonly referred to as the Finalized Basel 3+ post-crisis 

reforms, Basel 3+, Basel 3+.1, or Basel 3+ Endgame, sometimes called Basel 4. Its implementation in Europe mainly occurred 

through EU CRR3, 2024. 

(11)  For example, paragraph 414 of Basel II (BIS, 2004) we commented on is directly transposed in point 181 of Basel 3+ (BIS, 

2017); paragraph 417 in point 185; paragraph 425 in point 193; and paragraph 444 in point 212.  

(12)  In EU CRR3, 2024, point 5 states: " The output floor represents one of the key measures of the Basel III reform. It aims to limit 

the unwarranted variability in the own funds requirements produced by internal models and the excessive reduction in capital 

that an institution using internal models can derive relative to an institution using the standardised approaches." Among other 

provisions that limit the role of internal ratings in Basel 3+, we can highlight: IRB methods are prohibited for exposures in capital 

instruments; for exposures to large companies, banks, and financial sector entities, the regulatory LGD of the FIRBA approach 

must be used (instead of LGD calculated by internal models, as in the AIRBA approach); the scope of application of internal 

estimates of CCF/EAD is reduced, new input floors are introduced for PD (from 0.03% to 0.05%), for LGD (differentiated by 

exposure and collateral), and for CCF/EAD (revolving exposures). 

(13) External ratings, possibly produced by national supervisory authorities (as done by Banque de France) and that consider the level 

of financial leverage of companies, could stimulate their capitalization; similarly, giving due consideration to ratios between 

revenues or operating income and assets, or debt, or financial liabilities may encourage a reduction in tax evasion. 
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